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A rich stream of research has identified numerous antecedents to employee compliance (and noncompliance)
with information security policies.  However, the number of competing theoretical perspectives and incon-
sistencies in the reported findings have hampered efforts to attain a clear understanding of what truly drives
this behavior.  To address this theoretical stalemate and build toward a consensus on the key antecedents of
employees’ security policy compliance in different contexts, we conducted a meta-analysis of the relevant
literature.  Drawing on 95 empirical papers, we classified 401 independent variables into 17 distinct categories
and analyzed each category’s relationship with security policy compliance, including an analysis for possible
domain-specific moderators.  A meta-analytic relative weight analysis determined the relative importance of
each category in predicting security policy compliance, while adding robustness to our findings.  At a broad
level, our results suggest that much of the security policy compliance literature is plagued by suboptimal
theoretical framing.  Our findings can facilitate more refined theory-building efforts in this research domain
and serve as a guide for practitioners to manage security policy compliance initiatives.
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Introduction 1

The effective use of information systems is essential for the
long-term success of any organization operating in today’s

global and digitally driven economy, while securing these
systems and their accompanying data continues to be a
specific area of paramount importance.  One tactic that com-
panies use to protect their systems and data is the creation,
deployment, and enforcement of information security policies
(hereafter called security policies).  At the operational level,
security policies are defined as 

a set of formalized procedures, guidelines, roles and
responsibilities to which employees are required to

1Jason Thatcher was the accepting senior editor for this paper.  Anthony
Vance served as the associate editor. 

The appendices for this paper are located in the “Online Supplements”
section of MIS Quarterly’s website (https://misq.org).

DOI:  10.25300/MISQ/2019/15117 MIS Quarterly Vol. 43 No. 2, pp. 525-554/June 2019 525



www.manaraa.com

Cram et al./A Meta-Analysis of the Antecedents to Information Security Policy Compliance

adhere to safeguard and use properly the information
and technology resources of their organizations
(Lowry and Moody 2015, p. 434).

Organizations have put strong reliance on such policies, given
the recurring findings that employees account for a large per-
centage of data breaches and other security incidents (Kas-
persky Lab 2017; Ponemon Institute 2016; PwC 2016).

A wealth of research has been conducted on the factors that
drive, inhibit, or modify employee compliance with security
policies.2  Research in this realm has drawn from theories of
criminology, morality/ethics, psychology, sociology, and
others in promoting a variety of antecedents to security policy
compliance (see Appendix A, as well as Balozian and Leidner
2017; Cram et al. 2017; Hui et al. 2016; Moody et al. 2018). 
Collectively, the results have contributed to both the scholarly
and practical advancement of information security manage-
ment, particularly in terms of behavioral compliance issues. 
At the same time, the number of competing theoretical per-
spectives and inconsistencies in the reported findings have
yielded certain unresolved conflicts.

For example, several models of security policy compliance
are built upon the attitude–intention linkage that is integral to
the theory of reasoned action (TRA), theory of planned be-
havior (TPB), and other behavioral theories.  Empirical tests
of these models support attitude as a strong antecedent of
security policy compliance (e.g., Bauer and Bernroider 2017;
Bulgurcu et al. 2010; Foth 2016; Ifinedo 2012; Siponen et al.
2014); however, Moody et al. (2018) recently advanced a
unified model of security policy compliance, based on an
extensive empirical assessment of constructs from several
behavioral theories, and attitude was not retained as a con-
struct in their model.  Interestingly, the Moody et al. model
was also devoid of standalone constructs for social norms and
moral considerations, whereas other studies suggest that
social and moral influences are key predictors of security
policy compliance (e.g., Bulgurcu et al. 2010; Herath and Rao
2009b; Li et al. 2014; Li et al. 2010; Siponen et al. 2014;
Yazdanmehr and Wang 2016).

Similar equivocality exists regarding the constructs of deter-
rence theory (DT).  DT provides a foundation for several
studies that posit the influences of formal and informal sanc-
tions on security compliance decisions (D’Arcy and Herath
2011).  The results of this research have been mixed and at
times contradictory.  For example, some studies support the

influence of formal and/or informal sanctions, while other
studies support only certain dimensions of sanction con-
structs, and still others show that these same constructs are
nonsignificant (e.g., Bulgurcu et al. 2010; Foth 2016; Herath
and Rao 2009a, 2009b; Johnston et al. 2015; Li et al. 2014; Li
et al. 2010; Lowry and Moody 2015).

Yet another example of divergent findings involves the con-
structs of protection motivation theory (PMT).  Adapted from
the health domain, PMT has been used to explain employees’
willingness to comply with security policies based on their
assessments of security threats and their abilities to cope with
these threats.  Empirical results have generally supported
PMT in this context, but there are inconsistencies in terms of
the predictive strength of its constructs, whether the full PMT
nomology is needed, and whether certain PMT-based relation-
ships hold under different circumstances (e.g., specific versus
general security threats; threats directed at employees versus
the organization) (e.g., Boss et al. 2015; Herath and Rao
2009b; Ifinedo 2012; Johnston et al. 2015; Siponen et al.
2014; Sommestad et al. 2015).

The preceding examples epitomize a broader state of affairs
in the security policy compliance literature:  there is a lack of
consensus regarding the key drivers of security policy com-
pliance and uncertainty regarding if/how these drivers per-
form under different conditions.  Consistent with the meta-
phor that one “can’t see the forest for the trees,” the security
policy compliance literature has been preoccupied with
finding the best individual predictors of security policy
compliance in a piecemeal fashion (as the disparate constructs
and theories in Appendix A show), as opposed to a holistic
theoretical understanding based on comprehensive themes.
This situation is problematic because it hinders theoretical
advancement.  Indeed, scholars working toward more robust
models of security policy compliance face a dilemma in terms
of which theoretical frameworks to build upon and which
specific constructs to utilize.  From a methodological perspec-
tive, scholars face difficulties regarding contextual factors that
may unknowingly alter the explanatory power of their
research models and thus impact their findings.  

Against this backdrop, the purpose of the current study is to
holistically investigate, via a meta-analytic approach, the
findings of prior research on employees’ security policy com-
pliance to help further illuminate this problem space and
promote theoretical advancement.  Our broad objective is to
clarify the relative importance of the antecedents to security
policy compliance, as well as the moderators of these rela-
tionships.  While methodological factors (e.g., sampling error,
measurement error) are plausible explanations for some
inconsistent findings within any body of literature, we con-
centrate on a set of contextual moderators that are particularly
germane to the security policy compliance research domain: 

2We recognize that past studies have examined factors associated with secu-
rity policy compliance, as well as policy noncompliance, violation, misuse,
and abuse.  Taken together, we refer to this body of research inclusively as
security policy compliance research.
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Figure 1.  Research Model

the dependent variable focus on security policy compliance
versus security policy violation; actual versus intended com-
pliance with security policies; general versus specific security
policy; and the national (country) location of the study’s
respondents.  In doing so, we aim to facilitate more refined
theorizing that explains security policy compliance in consid-
eration of these contextual differences.  Figure 1 depicts our
overall research model, which we later elaborate. 

While we are not the first to meta-analyze research on
employees’ security policy compliance (Sommestad and
Hallberg 2013; Sommestad et al. 2014; Sommestad et al.
2015), our study diverges from past meta-analyses in impor-
tant ways.  Most notably, we include a much larger and more
contemporary body of literature, which lends stronger credi-
bility to our synthesized findings.  Our results provide a cur-
rent perspective on the cumulative work of the field, which
can provide clear, novel, and actionable contributions to both
research and practice.  Most importantly, we help to identify
the areas that have yielded consistently strong or weak asso-
ciations with security policy compliance, as well as those
where the results are more varied.  Through a relative weight
analysis, we are able to demonstrate the relative importance
of the predictors of security policy compliance; this as com-
pared to prior meta-analyses, which are limited to assessments

of each predictor’s effect size in isolation (i.e., a single
association at a time).  Based on our results and analysis, we
propose several future paths of study that build on research
opportunities in the area of security policy compliance.

The remainder of this paper is organized as follows.  First, we
present an overview of the security policy compliance
literature, along with reasoning for our selected moderator
variables.  Second, the methodology used to identify relevant
literature and conduct our meta-analysis is discussed.  Next,
the results of this meta-analysis are presented.  Finally, we
discuss the results, including implications for research and
practice, and outline directions for future research.

Overview of Security Policy
Compliance Research

Although security policy compliance has garnered increasing
scholarly attention in recent years, the topic has a rich history
in information systems (IS) security research.  Dating back to
early works by Straub (1986, 1990), it has been widely recog-
nized that factors such as management support for security
activities, clear communication with users on policies, and
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noncompliance sanctions can be influential in encouraging
employees to behave securely.  Roughly 20 years ago,
Harrington (1996) investigated the effectiveness of different
types of security policies using a vignette-oriented method-
ology and Parker (1998) proposed that organizations include
security accountability as a specific objective in every job
description in order to improve security compliance.  In a
similar vein, Thomson and von Solms (1998) argued that
utilizing techniques such as social learning, persuasion, and
attribution can improve employee attitudes toward security,
which in turn leads to increased compliance behavior. 
Around the same time, Siponen (2000) promoted behavioral
models from social psychology as useful toward under-
standing the factors that influence employees’ intentions to
comply with security policies and procedures.  

Taking cues from this earlier work, much of the contemporary
empirical research on security policy compliance is rooted in
theories of human behavior that span the disciplines of
criminology, psychology, and sociology (Balozian and Leid-
ner 2017; Cram et al. 2017; Hui et al. 2016; Moody et al.
2018).  As described, these studies incorporate constructs
from the TRA, TPB, DT, and PMT.  Additional studies incor-
porate elements from rational choice theory (RCT) and 
theories of moral reasoning and development, along with
various individual differences and situational characteristics
of the workplace, as antecedents of employees’ security
policy compliance behavior (see Appendix A).

Inevitably, as this body of work has grown, the empirical
results have become scattered, and in some cases contradic-
tory, leading to unanswered questions.  Beyond the divergent
findings described in the “Introduction,” many others abound. 
For example, some studies (e.g., D’Arcy and Greene 2014;
Jenkins et al. 2010; Shropshire et al. 2015) found a negative
or very small relationship between forms of organizational
support and employee compliance with security policies,
while other studies (e.g., Goo et al. 2014; Herath and Rao
2009b) found that a strong relationship exists.  Similarly,
some publications (e.g., Herath and Rao 2009b; Johnston et
al. 2015) found a negative link between perceptions of
resource vulnerability and security policy compliance, while
others (e.g., Bulgurcu et al. 2010; Ifinedo 2012) found a
strong positive link.

What is troubling is that we know little of the relative impor-
tance of the various predictors of security policy compliance,
as the results differ across studies and research contexts. 
Finite security budgets push organizations to be selective in
undertaking compliance activities, but the uncertain benefits
of one activity compared to another creates difficulties for
managers in choosing the most effective techniques.  Today’s
managers may need to choose between rewards and punish-

ment or between training and organizational support in
seeking to enhance security policy compliance, but no clear
answers exist that build on the full body of current research
literature.  Compounding the challenge for researchers is the
variability in the techniques used to study security policy
compliance.  Our research seeks to address these challenges
by clarifying the relative importance of the antecedents to
security policy compliance, as well as the moderators of these
relationships, through the use of meta-analysis.  Before
delving into the specifics of our meta-analysis, we first
discuss our moderator variables.

Moderators for Security Policy
Compliance Studies

Beyond the typical methodological issues that explain varied
findings within any body of literature, there are factors speci-
fic to the security policy compliance research domain that
plausibly explain some of the inconsistencies within this
literature.  We focus on four such factors as moderators for
our meta-analysis (see definitions in Table 1).  Each moder-
ator is commonly referenced in the security policy compliance
literature, but confusion remains in interpreting their impact.

First, our study considers the differences associated with the
nature of the dependent variable.  Some past studies measure
the extent that employees comply with security policies, while
other studies focus on the extent that employees violate secu-
rity policies.  IS security researchers are divided on whether
compliance and violation actually measure the same construct
in opposite ways (e.g., Moody et al. 2018) or if, in fact, com-
pliance and violation are different constructs altogether
(D’Arcy and Herath 2011; Guo 2013).  This latter view is
akin to the distinction between trust and distrust in the IS
literature (Dimoka 2010).

Arguments for compliance and violation being on opposite
ends of a single continuum are based on the limited empirical
evidence that supports several of the same antecedents for the
two behaviors (Sommestad et al. 2014) and studies that have
applied a single theory equally across the two behaviors (e.g.,
DT as applied to both security policy compliance and viola-
tions).  However, some IS security scholars have asserted that
it may be too simplistic to treat security policy compliance
and violations as mere opposites of each other (D’Arcy and
Herath 2011; Guo 2013).  The rationale for a distinction is
that violations are more active, deliberate, and premeditated
than compliance, and as such, the antecedents of each type of
behavior may be quite different (Guo 2013).  Mixing the two
behaviors together in a single study, therefore, may lead to
inaccurate and unreliable results.  Our moderator analysis
seeks to uncover potential differences stemming from
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Table 1.   Moderator Definitions

Moderator Definition

Nature of the Dependent Variable

Security Policy Compliance The extent that an employee fulfills the requirements outlined in a security policy.

Security Policy Violation The extent that an employee violates the requirements outlined in a security policy or
fails to comply with a security policy.

Nature of Policy Compliance

Actual Policy Compliance A study’s measurement instrument focuses on gauging an employee’s actual
compliance with a security policy, by posing questions such as “I comply with the
information security policy.”

Intended Policy Compliance A study’s measurement instrument focuses on gauging an employee’s intended
compliance with a security policy, by posing questions such as “I plan to comply with
the information security policy in the future.”

Type of Security Policy

General Security Policy Employees are expected to comply with a broad, all-encompassing, generic security
policy.

Specific Security Policy Employees are expected to comply with a specific type of security policy, such as
anti-virus software, internet use, backups, and passwords.

Location of Respondents

Asia-Pacific Data are collected from respondents located in the Asia-Pacific region (e.g.,
Australia, China, South Korea).

Europe Data are collected from respondents located in Europe (e.g., Finland, Germany,
Sweden).

North America Data are collected from respondents located in North America (e.g., U.S.A, Canada).

the study of policy compliance versus policy violation. 
Achieving clarity on this issue is crucial to behavioral IS
security research because it may lead to entirely different
theories and constructs being used to study each of the
behaviors.

Second, we consider differences stemming from the nature of
policy compliance.  That is, some studies measure actual
security policy compliance (e.g., “I currently comply with the
policy”), while others focus on intended policy compliance
(e.g., “I plan to comply with the policy in the future”).  While
some studies have noted a strong link between the two vari-
ables (e.g., Pahnila et al. 2013; Siponen et al. 2014), other
studies (e.g., Jenkins and Durcikova 2013; Vance et al. 2014)
have raised questions on the accuracy of using the intention
to comply as a proxy for actual policy compliance.3  Our
moderator analysis aims to determine if this can help explain
differences in security policy compliance effect sizes.

Considering the actual versus intended behavior distinction is
particularly relevant in the information security context be-
cause employees often view security policy requirements as
a barrier to productivity (Posey et al. 2014; Puhakainen and
Siponen 2010).  In this vein, Lowry et al. (2017) asserted the
following with respect to security policy compliance:

it is easy to “intend” positive behavior, but actual
compliance can take substantial effort, which can
undermine one’s work productivity or create other
costly nuisances (p. 16).

Hence, in comparison to other more desirable behaviors (e.g.,
using a new software program that facilitates a work practice),
employees may be more likely to divert from their stated in-
tentions when it comes to adhering to security policies.  This
intention–behavior gap is also plausible because security poli-
cies can be complex and difficult to understand, especially for
employees with limited technical knowledge (D’Arcy et al.
2014).  In such cases, even well-meaning employees who
intend to comply with security policies may fail to enact those
intentions due to uncertainty regarding specified technical
requirements.  For example, Puhakainen and Siponen (2010)
described a situation wherein some employees failed to com-
ply with a secure email usage policy because they could not
decide when the use of email encryption was necessary.

3With few exceptions (e.g., Workman et al. 2008), extant security policy
compliance studies have measured actual policy compliance using self-
reported responses, just as for intended compliance.  The use of self-reports
is due to both the difficulties of observing useful security policy compliance
behaviors in the workplace and organizations’ reluctance to provide
researchers with access to such information (Crossler et al. 2013; Kotulic and
Clark 2004). 
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The third moderator concerns differences associated with the
type of security policy in place.  Some studies evaluate com-
pliance with general security policies (i.e., a broad, all-
encompassing, generic security policy), while other studies
focus on compliance with a specific type of security policy
(e.g., anti-virus software, internet use, data backups, pass-
words).  There are differing perspectives on this issue.  One
view is that focusing on compliance with specific policies
provides a more accurate assessment of compliance intentions
and behaviors.  Inherent in this view is that employees inter-
pret the two types of policies differently, and thus researchers
should account for differences in employees’ willingness to
comply with different types of security policies (Siponen and
Vance 2014).  A second perspective is that evaluating com-
pliance with general security policies is advantageous because
it reflects aggregates or trends in employees’ security policy
compliance (e.g., Bulgurcu et al. 2010; Herath and Rao
2009b; Siponen et al. 2014).  This measurement is more
generalizable across the gamut of compliance (and violation)
opportunities that employees encounter in the workplace. 
Evaluating compliance with general security policies is
similar to how some criminological scholars have utilized
general compliance measures to study a range of behaviors,
or patterns of deviance, as opposed to a single behavior (Pratt
et al. 2006; Silberman 1976).  Past research is unclear on the
possible role that a general versus specific type of security
policy may play in moderating relationships between security
policy compliance and its antecedents, and whether certain
theories are more or less amenable to the explanation of cer-
tain types of security policy compliance.  We seek to bring
clarity to this issue.

The fourth moderator in our study focuses on the differences
associated with the location of the research study’s partici-
pants.  Past studies suggest that aspects of national culture
may influence a respondent’s perspective on security policy
compliance, in terms of the degree of individualism, collec-
tivism, freedom, hierarchy, and control (Hovav and D’Arcy
2012; Kam et al. 2015; Lowry and Moody 2015).  For ex-
ample, Hovav and D’Arcy (2012) found that the deterrent
effectiveness of security countermeasures (i.e., security poli-
cies, security awareness programs, and computer monitoring)
differed based on whether employees were from the United
States or South Korea.  They also found that certainty of sanc-
tioning was a stronger deterrent to IS misuse intention for
South Korean employees, whereas severity of sanctioning was
a stronger deterrent for United States employees.  Notably,
past studies are limited to comparisons of only two countries
and therefore the assertion of cross-cultural differences in
security policy compliance has yet to be evaluated on a broad
scale (Crossler et al. 2013).  Based on the available data, we
focused our analysis on the Asia-Pacific region, Europe, and
North America.  In doing so, we afford a more in-depth
understanding of potential national culture differences in

security policy compliance that encompasses various regions
of the world.

Methodology

Meta-analysis is a research technique that quantitatively
synthesizes the results of many independent, empirical studies
that address similar research questions (Cooper et al. 2009;
Glass 1976; Lipsey and Wilson 2001; Schmidt and Hunter
2015).  A primary benefit of meta-analysis is that it provides
a systematic approach to retrieving, coding, and analyzing
research studies using statistical techniques that are more
sophisticated than conventional review procedures (Lipsey
and Wilson 2001).  As such, meta-analysis is viewed as an
instrumental tool to accurately and reliably summarize large
amounts of research evidence (Templier and Paré 2015). 
Simply put, meta-analysis 

enables researchers to discover the consistencies in
a set of seemingly inconsistent findings and to arrive
at conclusions more accurate and credible than those
presented in any one of the primary studies (Hunt
1997, p. 1).

Again, we recognize the publication of prior meta-analyses
that consider similar issues as this paper (Sommestad and
Hallberg 2013; Sommestad et al. 2014; Sommestad et al.
2015).  Although these studies uncovered valuable insights,
the distinct scope and timing of our study provide an oppor-
tunity to make a unique contribution to the field’s under-
standing of security policy compliance.  Specifically, 71 of
the 95 (75%) studies included in our analysis were published
subsequent to those included in Sommestad et al. (2014).  As
well, Sommestad and Hallberg (2013) and Sommestad et al.
(2015) considered only papers related to the TPB (16 studies)
and PMT (28 studies), respectively.  Our study takes a
broader, more holistic approach by considering publications
across a range of theoretical bases.

Meta-Analysis Approach

This study follows the meta-analysis approach proposed by
Lipsey and Wilson (2001), while also adopting the guidelines
detailed within the Preferred Reporting Items for Systematic
reviews and Meta-Analyses (PRISMA) (Liberati et al. 2009). 
In general, three core steps are performed in a meta-analysis: 
(a) the search for individual studies in the literature; (b) the
coding of the identified studies; and (c) the analysis of the ac-
cumulated findings (Sabherwal et al. 2006).  Each of these
steps is explained in more detail below and is illustrated in
Figure 2.
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Figure 2.  Methodological Activities

Literature Search

A systematic approach to the completion of a meta-analysis
relies on a clear protocol and articulation of criteria for article
eligibility, in order to demonstrate comprehensiveness and
limit the potential for bias (Liberati et al. 2009).  The time
frame for all literature searches for this study was through
January 2018.  We began with an examination of the ABI/
Inform, ACM Digital Library, Business Source Premier, and
JSTOR databases for the journal publications using the terms
“security policy,” “cybersecurity policy,” “information secu-
rity policy,” “security compliance,” “security policy viola-
tion,” “security policy noncompliance,” “computer abuse,”
and “information systems misuse.” These databases are fre-

quently cited as key sources of IS literature reviews (Bandara
et al. 2015; Schryen 2015).  There was no restriction placed
on the publication outlet.  A total of 1,698 journal articles
were identified through this search.

Past research suggests that journal publications are biased
toward higher effect sizes and hypothesis-supporting results,
but the potential for biased meta-analysis results can be mini-
mized by including conference papers and unpublished
studies (Dennis et al. 2001; Rosenthal 1979; Sabherwal et al.
2006; Templier and Paré 2015).  To address this concern, we
conducted searches for conference papers using the AIS Elec-
tronic Library repositories for the International Conference on
Information Systems (ICIS), Americas Conference on Infor-
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mation Systems (AMCIS), European Conference on Informa-
tion Systems (ECIS), Pacific Asia Conference on Information
Systems (PACIS), and Hawaii International Conference on
System Sciences (HICSS).  A total of 149 papers were iden-
tified through this search.  We also searched for unpublished
dissertations and theses using the ProQuest Dissertation &
Thesis database.  A total of 925 manuscripts were identified
through this search.  Both the conference and dissertation/
thesis searches used the same keywords as the journal article
search.4

Based on the initial set of papers that met our inclusion
criteria (see “Inclusion Criteria” section below), we then
conducted a backward search within the citations sections, as
well as a forward search using Google Scholar to identify
articles that subsequently cited the identified publications
(Bandara et al. 2015; vom Brocke et al. 2015; Webster and
Watson 2002).  Where these searches identified papers from
conferences other than those listed above, we included them. 
Notably, the Google Scholar search allowed us to account for
papers from lesser-known conferences, thus helping to ensure
the thoroughness of our search.  This resulted in an additional
nine conference papers added to our search results (for a total
of 158; see Table 2).  We also verified the completeness of
our literature search by comparing our identified articles
against recent literature reviews by Cram et al. (2017) and
Balozian and Leidner (2017).

In order to further minimize the risk of publication bias im-
pacting our results, we contacted members of the International
Federation for Information Processing (IFIP) Working Group
8.11/11.13 and the AISWorld Listserv mailing list to request
any unpublished manuscripts or working paper results that we
could add to our analysis.  One additional study was identified
for inclusion in our analysis.5

Inclusion Criteria

Articles were included in our scope when they met the fol-
lowing criteria.  First, articles needed to be empirical studies
at the user/employee unit of analysis that considered security
policy issues in an organizational context.  Conceptual papers,
qualitative studies (e.g., Puhakainen and Siponen 2010), and
empirical studies at other levels of analysis (e.g., Spears and
Barki 2010; Straub 1990) were excluded.  Studies that
focused on legal, political, or industry policies, as well as
behaviors not specific to organizations (e.g., security-related
behaviors at home) were also excluded from our scope.  This
latter criterion eliminated certain PMT-based studies that
considered protective security behaviors in the personal/home
usage context (e.g., using anti-spyware on a home computer;
Liang and Xue 2010).  On this matter, we followed the provi-
sions for security policy compliance literature advocated by
Cram et al. (2017) and included only those PMT-based
studies of policy-related behaviors in organizational contexts.

As a second criteria, papers were required to examine security
policy compliance or violation as a dependent variable.  Here,
we included studies that used computer abuse and IS misuse
as a dependent variable.  This inclusive approach is consistent
with prior reviews of the security policy compliance literature
(Balozian and Leidner 2017; Cram et al. 2017; Siponen and
Vance 2014; Sommestad et al. 2014), and is based on the
notion that computer abuse and IS misuse behaviors are
directly related to a failure of compliance and thus constitute
security policy violations (Chu et al. 2015).

Third, eligible papers were required to report data sufficient
to calculate an effect size statistic (i.e., sample size, correla-
tion coefficient, and construct reliability) for at least one
relationship between an independent variable and either
security policy compliance or violation.6  Notably, this elimi-
nated several conference papers, especially those at the
research-in-progress stage, which were captured in our initial
searches.  We took great care to find later journal articles that
tied back to these conference papers and that contained the
necessary statistical information.  The correlations examined
in each paper also needed to be unique and not duplicated
across multiple papers that used the same dataset, as doing so
can bias the aggregated effects (Wood 2008).

Finally, at least one independent variable within a study had
to fit within our coded antecedent categories (see “Article
Coding” section).  A small number of studies were eliminated
based on this criterion (five journal papers, one conference

4We emailed two authors directly for full text electronic copies of their dis-
sertations, because these dissertations were only available as abstracts in the
ProQuest Dissertation & Thesis database.  Both authors responded and we
used both dissertations in our analysis.  In other cases where the ProQuest
Dissertation & Thesis did not provide a full text copy of a dissertation or
thesis, we were able to obtain a journal article that used the same dataset.

5The IFIP working group 8.11/11.13 (https://ifip.byu.edu) is comprised of
many authors who have published in the area of security policy compliance.
We emailed 45 members and received responses from 18.  Of these, 16 indi-
cated that they had no additional studies to contribute and two provided a
working paper.  Of these, one working paper met our inclusion criteria (Li
and Luo 2017).  However, the working paper was subsequently published as
a conference paper and we have listed it as such in Table 2.  The AISWorld
Listserv mailing list is primarily comprised of IS faculty, doctoral students,
and researchers who are members of the Association for Information Systems
(Association for Information Systems 2017).  In response to our email re-
quest, we received 12 responses that contained a total of 14 working papers.
One of the received papers met our inclusion criteria (Ormond et al. 2019).

6We identified 14 papers that did not include this information and contacted
the authors of each paper to request the missing data.  We received responses
from five authors, but no additional data were provided.
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Table 2.   Paper Collection Results

Journals Conferences
Dissertations/

Theses
Unpublished

Papers

Papers identified in searches 1698 158 925 15

Papers excluded due to scope criteria 1637 134 916 14

Total Included Papers 61 24 9 1

paper, and one dissertation), which indicates that the indepen-
dent variables in these studies were not commonly used in the
security policy compliance literature.

Table 2 provides a summary of the entire paper collection
results and Appendix B provides a sample listing of excluded
papers and the accompanying rationale.

A total of 95 papers met our inclusion criteria:  61 journal
papers, 24 conference papers, 9 dissertations/theses, and 1
unpublished manuscript.  Refer to Appendix A for details on
the included papers.  The quantity of in-scope studies is favor-
able when compared to several past meta-analyses in IS
journals, including Wu and Lederer (2009) with 71 studies,
Kohli and Devaraj (2003) with 66 studies, Dennis et al.
(2001) with 61 studies, Hwang (2014) with 30 studies,
Sharma and Yetton (2003) with 22 studies, and Lee and Xia
(2006) with 21 studies.

Article Coding

Due to the wide range of theoretical foundations employed in
the security policy compliance literature, a variety of indepen-
dent variables were examined within the corpus of articles
included in this analysis.  In order to identify common
groupings of variables where a meta-analysis could be per-
formed, we first identified each of the independent variables
examined across the 95 papers.  Because several papers
(noted in Appendix A) report on data from multiple studies or
analyze distinct samples, a total of 114 independent datasets
were included in our scope.  We began by iteratively placing
the independent variables in categories where a common
theme existed.  This was relatively straightforward in cases
where common measurement instruments were used for the
variables, such as with attitude or self-efficacy; however,
other variables used different terminology for similar vari-
ables.  For example, perceived threat severity and severity of
breach were coded into the threat severity category.  Simi-
larly, perceived behavioral control was coded into the self-
efficacy category because the two variables essentially mea-
sure the same latent construct (Ajzen 1991; Bulgurcu et al.
2010).

Where uncertainty existed in the categories, the authors dis-
cussed the variables and re-reviewed the instrument wording
used in the studies to clarify if an independent variable could
be grouped with other, similar variables or if a new category
should be created (e.g., an initial category on punishment was
revised into two categories named punishment expectancy and
punishment severity).  Where two independent variables were
identified within a paper that could be grouped into a single
category (e.g., general information security policy awareness
and information security awareness), both variables were
included and an average correlation was calculated for use in
the analysis.  Using the average correlation follows standard
practice so as to avoid double-counting the relationship within
a study (thus avoiding artificial inflation of the meta-analysis
result) (Lipsey and Wilson 2001; O’Boyle et al. 2011;
Schmidt and Hunter 2015).  Theory also played a role in
creating the categories.  For example, creating distinct cate-
gories for punishment expectancy and punishment severity
aligns with the tenets of DT, a prominent theory in the secu-
rity policy compliance literature.  Similarly, the creation of
attitude, normative beliefs, and self-efficacy categories aligns
with the TPB, another prominent theory in this research
space.      

In total, 401 independent variables were placed into 17 dis-
tinct categories (refer to Figure 1, as well as Appendix C for
corresponding definitions).  For each category, an average of
24 studies were included.7  The resulting model is illustrated
in Figure 1, where each box on the left represents one of the
independent variable categories that are associated with the
security policy compliance or violation dependent variable. 
Where an independent variable was not placed in a category,
it was a consequence of too few other studies examining the
same variable.  In order to verify the reliability of our categor-

7A range of opinions exist as to the minimum quantity of papers that are
sufficient to conduct a meta-analysis.  Some perspectives, such as Valentine
et al. (2010), suggest that two studies are adequate, while others (e.g., Doi et
al. 2015; Sterne et al. 2000; Sutton 2006; Sutton et al. 2000) argue that five
or more studies can serve to increase the power of the resulting analysis and
decrease the likelihood of bias.  We set our minimum level of studies per
antecedent category at five.  Notably, several of the results in the earlier
meta-analyses of security policy compliance studies by Sommestad and his
colleagues were based on only one or two papers.  
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ization of the independent variables included in our analysis,
we followed the technique adopted by Gerow et al. (2014),
whereby we asked three independent raters (a doctoral student
and two faculty members) to match the independent variables
from 10 different, randomly selected publications within our
pool of in-scope articles (i.e., a total of 30 different articles)
to one of the 17 antecedent categories.  Cohen’s Kappa
(Cohen 1960) was calculated across the three raters as 1.00,
0.89, and 0.92 (average 0.94), which represents an “almost
perfect” strength of agreement, according to Landis and Koch
(1977).

Article Analysis

A separate meta-analysis was performed for each of the 17
independent variable categories depicted in Figure 1.  Fol-
lowing the guidelines set by Lipsey and Wilson (2001), we
took the reported correlation (r) for each individual study and
calculated a weighted mean effect size by correcting the
results for unreliability, transforming them into standard
scores, and assigning weights based on the sample sizes used. 
All references to “effect size” hereafter relate to this weighted
mean effect size.  We augmented this main analysis with a
meta-analytic relative weight analysis, using techniques
developed by Johnson and his colleagues (e.g., Johnson 2000;
Johnson and LeBreton 2004; Tonidandel and LeBreton 2011),
to determine which of the independent variable categories was
most strongly predictive of security policy compliance.  We
elaborate on these analyses later in the paper.

For papers where policy compliance was examined as the
dependent variable, we used the correlation values reported in
the study.  However, for those papers where policy violation
was studied as the dependent variable, we used the inverse of
the reported correlation value in our analysis (e.g., if the
correlation between detection certainty and violation intention
was found to be -0.25, we coded the study as 0.25 to represent
the relationship with compliance intention).

In order to evaluate the validity and reliability of the main
meta-analysis results, we conducted tests for the significance
(z-test) and homogeneity (Q-test) of each antecedent category,
and calculated the credibility values, confidence intervals,
percentage of variance attributable to sampling error, and
Failsafe-N for each category.  Details of these tests are out-
lined in the following section.  We also analyzed the data for
our four moderators as a means to help explain why incon-
sistent relationships may exist across different studies within
a particular category (Schmidt and Hunter 2015).  Appendix
D provides details on the moderator characteristics for each
paper included in the meta-analysis.

Meta-Analytic Results

The overall effect size and effect size magnitude for each of
the 17 meta-analyses that comprised our main analysis are
summarized in Table 3.  

The effect sizes reported above are in a standardized form and
represent the “average magnitude of the indexed relationship
for specific categories of studies” (Lipsey and Wilson 2001,
p. 146).  As a result, these standardized effect sizes are
distinct from the correlations from which they originate and
therefore they should not be interpreted exactly as such
(Cohen 1988; Lipsey and Wilson 2001).  To be more specific,
based on the aforementioned adjustments to the raw cor-
relations (i.e., correcting for unreliability, transforming to
standard scores, weighting by sample size), the effect sizes
reported in this meta-analysis are generally larger (i.e.,
between .10 and .25 larger) than a simple mean of correlations
across the individual studies (Lipsey and Wilson 2001;
Schmidt and Hunter 2015).

To interpret the magnitude of effect sizes, we follow the
quartile benchmarks set by Lipsey and Wilson (2001): 
“small” effect sizes are less than .30, “medium” are between
.30 and .50, “large” are between .50 and .67, and “very large”
are greater than .67.  Our analysis revealed a range of overall
effect sizes from 0.090 to 0.651.  Our results indicated 2 in
the small category, 10 in the medium category, and 5 in the
large category.  Specifically, three of the five categories with
a large effect size (personal norms & ethics, attitude, norma-
tive beliefs) relate to employee attitudes, beliefs, and ethical
characteristics, whereas several categories with lower effect
sizes relate to punishment, threats, and rewards (punishment
expectancy, punishment severity, resource vulnerability,
rewards).  In what could be considered the medium-to-large
effect size range are factors that pertain to employee confi-
dence related to security (self-efficacy, response efficacy) and
management support in this domain (organizational support,
SETA).  We provide a fuller discussion of these results later.

In terms of validity, a z-test was conducted to evaluate the
significance of each category’s effect size.  At p < .001, all of
the categories were found to have a statistically significant
relationship with security policy compliance, as the calculated
z-test value is greater than the critical-z (3.29).8  A test for

8The interpretation of p-values in meta-analysis is complex and thus can be
easily misinterpreted.  For example, a significant p-value may reflect a large
effect size for a particular category, or a small effect size that is based on a
large sample size.  Hence, methodologists recommend focusing more on
effect sizes for evaluating the independent variable categories in a meta-
analysis (Borenstein et al. 2009; Schmidt and Hunter 2015).
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Table 3.   Meta-Analysis Results

Category

Overall
Effect Size

(Stand.)
Effect Size
Magnitudea

Number
of

Studiesb

Total
Sample

Size
Calculated

z-test Calculated-Q Critical-Q 80% CVc 95% CId PVAe

Failsafe-
N

Perceived
Usefulness

0.651 Large 7 1,955 23.594 55.02 12.59 0.47,
0.83

0.60,
0.70

16.93% 232

Personal Norms
& Ethics

0.579 Large 20 4,970 36.030 370.20 30.14 0.34,
0.82

0.55,
0.61

8.53% 537

Attitude 0.564 Large 37 10,975 52.877 768.49 51.00 0.27,
0.85

0.54,
0.59

5.81% 1163

Normative
Beliefs

0.531 Large 43 12,416 53.005 702.82 58.12 0.25,
0.81

0.51,
0.55

7.67% 1163

Organizational
Support

0.518 Large 12 2,749 24.060 71.42 19.68 0.29,
0.75

0.48,
0.56

16.71% 236

Self-efficacy 0.447 Medium 57 14,014 46.986 776.95 74.47 0.13,
0.76

0.43,
0.47

9.01% 891

Response
Efficacy

0.442 Medium 24 6,019 29.855 379.02 35.17 0.17,
0.71

0.41,
0.47

12.86% 359

Perceived
Benefits

0.432 Medium 11 2,274 18.534 425.84 18.31 -0.09,
0.95

0.39,
0.48

3.17% 136

SETA 0.418 Medium 30 8,398 34.569 372.91 42.56 0.17,
0.66

0.39,
0.44

9.75% 483

Detection
Certainty

0.416 Medium 20 6,520 29.826 220.31 30.14 0.20,
0.64

0.39,
0.44

11.57% 362

Perceived
Ease of Use

0.381 Medium 7 1,788 12.317 37.12 12.59 0.12,
0.64

0.32,
0.44

21.11% 58

Response
Cost

-0.345 Medium 25 5,271 -22.100 489.36 36.42 -0.77,
0.08

-0.38,
-0.31

9.23% 185

Threat
Severity

0.342 Medium 22 5,700 22.060 129.47 32.67 0.11,
0.58

0.31,
0.37

19.01% 187

Punishment
Severity

0.323 Medium 27 8,010 26.932 259.49 38.89 0.11,
0.54

0.30,
0.35

11.46% 284

Punishment
Expectancy

0.317 Medium 29 7,979 25.899 289.54 41.34 0.10,
0.53

0.29,
0.34

14.28% 259

Resource
Vulnerability

0.218 Small 20 6,061 14.819 281.54 30.14 -0.05,
0.48

0.19,
0.25

8.80% 74

Rewards 0.090 Small 10 4,612 5.401 172.62 16.92 -0.23,
0.41

 0.06,
0.12

5.37% 3

aLipsey and Wilson (2001) establish the magnitude of effect sizes at # .30 (small), between .30 and .50 (medium), between .50 and .67 (large), and $ .67 (very large).
bThe total number of studies across all categories is 401.  Details on each of the individual papers as well as the associated categories examined are listed in Appen-
dix A.
cCV refers to the calculated Credibility Value.  See details below.
dCI refers to the calculated Confidence Interval.  See details below.
ePVA refers to the percent of variance in observed correlations attributable to sampling error and other artifacts (Schmidt and Hunter 2015; Schmidt and Le 2014).

homogeneity (Q-test) was also conducted for each of the 17
meta-analysis categories in order to determine the possibility
of moderating effects.  Table 3 also lists the critical value for
the chi-square distribution, where the degrees of freedom
equal the number of effect sizes minus one.  The calculated-Q
is greater than the critical-Q value in all of the 17 categories. 
As a result, the null hypothesis of homogeneity is rejected and
the variability across effect sizes exceeds what is expected
based on sampling error (Lipsey and Wilson 2001).

Credibility values (80%) and confidence intervals (95%) were
also calculated and are noted in Table 3.  Credibility values

provide further insight into whether moderators are operating,
by indicating the distribution of values, while the confidence
interval assesses the accuracy (i.e., the extent of sampling
error) of the mean effect size estimate (Schmidt and Hunter
2015; Whitener 1990).  Past research suggests that where a
credibility value is

sufficiently large or does include zero, then the mean
corrected effect size is probably the mean of several
subpopulations identified by the operation of moder-
ators; if the interval is small or does not include
zero, then the mean corrected size is probably the
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estimate of one population parameter, and moder-
ators are not in operation (Whitener 1990, p. 317). 

In comparison, a 95% confidence interval indicates that the
average mean true score is within the calculated interval, with
95% confidence (Jiang et al. 2012).

For each category, the Failsafe-N ratio was also calculated. 
The results specify the number of studies with nonsignificant
results that would be required to nullify an identified signi-
ficant result (Rosenthal 1979).  This metric is commonly used
to put into context the level of risk associated with the “file-
drawer problem,” whereby the identification of unpublished
studies with nonsignificant results would impact the accuracy
of the meta-analysis findings (McDaniel et al. 2006).  Where
the resulting number is large relative to the studies examined,
it provides additional confidence in the conclusions (Rosen-
berg 2005).  A variety of techniques can be used to calculate
the Failsafe-N, typically by drawing on either the calculated
z-scores or effect sizes (Long 2001).  We adopted Rosenthal’s
(1979) approach, with a p-critical value set at .01, as it is the
original and most commonly used technique (Long 2001;
Rosenberg 2005).  The results are listed in Table 3.  We note
that a low Failsafe-N value exists for rewards, which suggests
that additional studies of this category are warranted to estab-
lish the validity of our effect size estimate.

Publication bias refers to the potential for meta-analysis
results to be biased due to the assumption that the effect sizes
within published studies are representative of all existing
studies (McDaniel et al. 2006; Rothstein et al. 2005; Schmidt
and Hunter 2015).  As our study included only one unpub-
lished manuscript, we drew on the arguments of Dickersin
(2005), Hopewell et al. (2005), and Kepes et al. (2012), who
note the potential for publication bias between published
literature (e.g., journals, book chapters) and grey literature
(e.g., increasingly inaccessible literature such as conference
papers and dissertations).  To address this concern, we com-
pared the mean effect sizes of published journal papers with
those from conferences and dissertations/theses.  In the 13
categories where we had sufficient data to conduct the
analysis (i.e., five or more published studies and five or more
grey literature studies), we found five categories where the
effect sizes were significantly different at a p < .05 signi-
ficance level.  Refer to Table 4 for details.  In one of these
categories (attitude), the published studies were found to have
a larger effect size, but in the other four categories (personal
norms & ethics, punishment severity, resource vulnerability,
response cost), the published study effect sizes were smaller,
which is in contrast to the typical concern related to publi-
cation bias (Dickersin 2005; Schmidt and Hunter 2015). 

In order to further investigate the potential for publication
bias, we also calculated the Failsafe-N within each category
for both published papers and grey literature.  Past meta-
analyses within the IS literature (e.g., Gerow et al. 2014;
Sabherwal et al. 2006) have divided Failsafe-N by the quan-
tity of studies and where this number is less than two, it
indicates that publication bias is a potential problem.  We
completed this calculation for each of the 13 categories where
we had sufficient data and no category was below two.  Refer
to Table 4 for details.  Overall, this suggests that publication
bias is not a pervasive problem within our study, but care
should be taken in interpreting the results for categories where
only a small number of publications were identified.

The Issue of Common Method Variance 

A potential validity threat to the empirical findings in the
security policy compliance literature, and therefore to our
meta-analysis results, is the influence of common method
variance (CMV).  CMV is “variance that is attributable to the
measurement method rather than to the constructs the mea-
sures represent” (Podsakoff et al. 2003; p. 879) and is typi-
cally thought to artificially inflate relationships among study
variables (Sharma et al. 2009).  CMV is a concern when all
study data is collected at the same time from the same parti-
cipants, using a single method (e.g., a self-report, single
respondent “snapshot” survey design) (Podsakoff et al. 2003). 
Such was the case for the majority of studies in our meta-
analysis, as 90 of the 95 studies employed a cross-sectional
survey design using a single respondent and self-report mea-
sures (in some cases, a survey was used in combination with
an experimental manipulation).  Further, nearly all of these
studies used similar measurement types (e.g., Likert-type
scales) for both the independent and dependent variables,
which heightens CMV concerns (Sharma et al. 2009).

Although some authors maintain that CMV is not substantial
in IS research (e.g., Malhotra et al. 2006), evidence supports
the possibility that CMV is a serious issue in major IS
research domains, such as the technology acceptance model
literature (Sharma et al. 2009) and the literature on informa-
tion technology–business alignment (Gerow et al. 2014).  In
meta-analyses of these literature streams, the authors reported
higher effect sizes for relationships measured using a common
self-reporting method compared to those measured using
independent sources of data (e.g., a combination of survey
responses and computer system logs; survey responses from
multiple respondents).  Likewise, because almost all security
policy compliance studies do not separate the measurement of
antecedents and security policy compliance either by time,
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Table 4.   Results of Publication Bias Analysis

Category
Moderator

Group
Weighted

Effect Size
|Observed
Difference|

Number
of

Studies

Total
Sample

Size
Calculated
z-test value 80% CVa 95% CIb PVAc

Failsafe-
N

Attitude Published
Grey Literature

0.647
0.445

0.202 23
14

6,845
4,130

3.047* 0.37, 0.92
0.15, 0.74

0.62, 0.67
0.41, 0.48

6.12%
7.11%

908
292

Detection
Certainty

Published
Grey Literature

0.427
0.394

0.033 12
8

4,467
2,053

0.341 0.19, 0.66
0.19, 0.60

0.39, 0.46
0.35, 0.44

10.10%
15.08%

258
104

Normative
Beliefs

Published
Grey Literature

0.573
0.448

0.125 29
14

8,350
4,066

1.721 0.30, 0.84
0.15, 0.74

0.55, 0.60
0.41, 0.48

7.48%
9.30%

904
274

Organizational
Support

Published
Grey Literature

0.563
0.420

0.143 6
5

1,863
759

1.677 0.41, 0.72
0.10, 0.74

0.51, 0.61
0.34, 0.50

23.73%
14.47%

191
42

Personal
Norms & Ethics

Published
Grey Literature

0.494
0.752

0.258 15
5

3,522
1,448

-4.591* 0.31, 0.68
0.40, 1.00

0.46, 0.53
0.70, 0.81

24.50%
2.57%

258
303

Punishment
Expectancy

Published
Grey Literature

0.334
0.277

0.057 17
12

5,693
2,286

0.638 0.07, 0.60
0.16, 0.39

0.31, 0.36
0.23, 0.32

9.19%
67.96%

210
51

Punishment
Severity

Published
Grey Literature

0.263
0.436

0.173 18
9

5,315
2,695

-2.190* 0.03, 0.50
0.30, 0.57

0.23, 0.29
0.40, 0.48

12.55%
20.00%

117
188

Resource
Vulnerability

Published
Grey Literature

0.174
0.371

0.197 14
6

4,733
1,328

-2.144* -0.09, 0.44
0.08, 0.66

0.14, 0.21
0.31, 0.43

10.60%
7.53%

33
54

Response Cost Published
Grey Literature

-0.264
-0.636

0.372 16
10

4,419
1,164

3.755* -0.63, 0.10
-1.00, -0.21

-0.30, -0.23
-0.70, -0.57

12.45%
7.61%

90
136

Response
Efficacy

Published
Grey Literature

0.415
0.548

0.133 15
9

4,601
1,418

-1.581 0.18, 0.65
0.23, 0.87

0.38, 0.45
0.48, 0.61

12.67%
13.63%

253
111

Self-efficacy Published
Grey Literature

0.488
0.344

0.144 32
28

9,012
5,918

1.581 0.25, 0.72
0.00, 0.68

0.47, 0.51
0.31, 0.37

11.51%
9.20%

708
208

SETA Published
Grey Literature

0.491
0.332

0.159 16
14

4,524
3,874

1.934 0.23, 0.75
0.11, 0.55

0.46, 0.52
0.30, 0.37

9.22%
13.40%

366
135

Threat Severity Published
Grey Literature

0.315
0.414

0.099 12
10

4,110
1,590

-1.065 0.11, 0.52
0.14, 0.68

0.28, 0.35
0.36, 0.47

17.30%
24.18%

118
72

*Denotes z-test values that are significant at p < .05.
aCV refers to the calculated Credibility Value.
bCI refers to the calculated Confidence Interval.
cPVA refers to the percent of variance in observed correlations attributable to sampling error and other artifacts (Schmidt and Hunter 2015; Schmidt and Le 2014).

different methods, or different instruments, we cannot ignore
the possibility of CMV within our results.  Consequently, all
effect sizes reported in this paper are subject to the CMV
threat. 

A number of meta-analytic studies published in top IS jour-
nals also suffer from CMV concerns; namely, those that meta-
analyze literature where the bulk of studies rely on self-report
surveys obtained from a single respondent at a single point in
time (e.g., Gerow et al. 2013; Joseph et al. 2007; He and King
2008; Sabherwal et al. 2006; Wu and Du 2012; Wu and
Lederer 2009; Wu and Lu 2013).  Moving forward, the ideal
way to address CMV is to control for it at the research design
stage (a point we revisit in the “Limitations” section).  This
approach is in contrast with the more common tactic used by
IS scholars of attempting to gauge the magnitude of CMV
(and typically arguing it away) through post hoc statistical
tests.  Notably, several of these tests have been contested on
their ability to accurately control and/or detect CMV.  The
popular Harman’s one factor test, for example, is considered

an insensitive test of CMV and is no longer recommended to
deal with the problem (Chin et al. 2012; Podsakoff et al.
2003).  More sophisticated statistical tests for CMV, such as
the latent common method factor test and the marker variable
test, also have known limitations (Chin et al. 2012; Richard-
son et al. 2009; Sharma et al. 2009).  The point here is that the
available selection of post hoc statistical tests cannot defini-
tively rule out, nor control for, CMV.

With this caveat in mind, we attempted to address the poten-
tial CMV bias in our results, to the extent possible, based on
the available data from the primary studies.  Of the 90 studies
in our meta-analysis that employed cross-sectional, single
source survey designs, 51 addressed CMV through a combin-
ation of procedural (e.g., randomizing items on the survey
instrument, using different scale anchors) and statistical
remedies (e.g., Harman’s one factor test, latent common
method factor test, marker variable test), whereas 39 studies
did not mention any techniques taken to address CMV. 
Hence, to assess whether CMV was a biasing factor in our
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Table 5.   Results of Common Method Variance Analysis

Category Moderator Group
Weighted

Effect Size
|Observed
Difference|

Number
of

Studies

Total
Sample

Size
Calculated
z-test value 80% CVa 95% CIb PVAc

Fail-
safe-N

Attitude Accounts for CMV
No CMV

0.652
0.500

0.152 22
11

6,307
3,872

2.513* 0.37, 0.94
0.29, 0.71

0.62, 0.68
0.46, 0.54

5.50%
8.67%

902
309

Detection
Certainty

Accounts for CMV
No CMV

0.367
0.501

0.134 9
10

4,107
2,286

-1.513 0.20, 0.54
0.25, 0.75

0.33, 0.40
0.46, 0.55

16.29%
8.88%

176
189

Normative
Beliefs

Accounts for CMV
No CMV

0.603
0.478

0.125 25
15

7,082
4,646

1.825 0.39, 0.82
0.16, 0.80

0.58, 0.63
0.45, 0.51

100%
6.75%

857
351

Personal
Norms & Ethics

Accounts for CMV
No CMV

0.500
0.638

0.138 9
11

2,093
2,877

-2.046* 0.29, 0.71
0.36, 0.91

0.45, 0.55
0.60, 0.68

20.08%
5.82%

169
376

Punishment
Expectancy

Accounts for CMV
No CMV

0.297
0.400

0.103 23
6

6,516
1,463

-1.232 0.09, 0.50
0.13, 0.67

0.27, 0.32
0.35, 0.45

17.47%
8.81%

180
84

Punishment
Severity

Accounts for CMV
No CMV

0.303
0.361

0.058 16
11

5,236
2,774

-0.724 0.07, 0.53
0.16, 0.56

0.27, 0.33
0.32, 0.40

9.55%
17.91%

163
124

Resource
Vulnerability

Accounts for CMV
No CMV

0.184
0.272

0.088 10
8

3,200
2,430

-1.006 -0.12, 0.49
0.03, 0.52

0.14, 0.22
0.23, 0.32

8.15%
8.40%

27
48

Response
Cost

Accounts for CMV
No CMV

-0.431
-0.194

0.237 12
10

2,968
1,764

-2.115* -0.82, -0.05
-0.57, 0.19

-0.47, -0.39
-0.25, -0.14

8.53%
11.40%

175
11

Response
Efficacy

Accounts for CMV
No CMV

0.419
0.510

0.091 15
7

3,939
1,659

-1.119 0.14, 0.70
0.23, 0.79

0.38, 0.45
0.45, 0.57

12.62%
11.37%

214
122

Self-efficacy Accounts for CMV
No CMV

0.453
0.481

0.028 30
21

7,258
5,529

-0.326 0.15, 0.76
0.15, 0.81

0.43, 0.48
0.45, 0.51

9.43%
7.83%

477
401

SETA Accounts for CMV
No CMV

0.457
0.387

0.070 15
14

4,557
3,647

0.858 0.18, 0.74
0.19, 0.58

0.43, 0.49
0.35, 0.42

8.86%
12.05%

325
170

Threat
Severity

Accounts for CMV
No CMV

0.351
0.371

0.020 13
7

3,283
1,986

-0.231 0.06, 0.64
0.25, 0.50

0.31, 0.39
0.31, 0.43

13.60%
58.69%

123
65

* Denotes z-test values that are significant at p < .05.
aCV refers to the calculated Credibility Value.
bCI refers to the calculated Confidence Interval.
cPVA refers to the percent of variance in observed correlations attributable to sampling error and other artifacts (Schmidt and Hunter 2015; Schmidt and Le 2014).

meta-analysis results, we compared the effect sizes of those
studies that addressed CMV to those studies that did not. 
These results are presented in Table 5.  Of the 12 categories
that had sufficient data (i.e., 5 or more studies that accounted
for CMV and 5 or more studies that did not), we identified
only 3 categories (personal norms & ethics, attitude, response
cost) where the effect sizes were significantly different at p <
.05 significance level.  None of the 12 categories were found
to have significant differences at a p < .01 level.

We also analyzed the data to determine if those studies that
used more sophisticated statistical CMV techniques, namely
the marker variable test, were found to have effect sizes that
differed from studies that undertook more rudimentary CMV
remedies (e.g., instrument randomization, Harman’s one
factor test).  Of the studies included in our analysis, only nine
used the marker variable test.  As a result, only one category
(normative beliefs) had sufficient data to compare effect sizes
for this test.  We found that there was no significant differ-
ence (at p < .05) in the effect size for studies that used the
marker variable test compared to studies that did not use the
marker variable test, but accounted for CMV in other ways. 

To summarize, CMV is a serious concern in the security
policy compliance literature due to the reliance on cross-
sectional, single source survey designs.  Although our com-
parisons of effect sizes did not show evidence of a strong
CMV bias, we cannot definitively rule out CMV in our
results, nor can we estimate its potential magnitude.  We call
on IS scholars to do better in reducing CMV in their study
designs, rather than testing for it using post hoc statistical
procedures.  This way, future meta-analyses of the security
policy compliance literature and other IS research domains
will be in a better position to determine the influence of
CMV.

Relative Weight Analysis

Shifting focus back to the main meta-analysis results in Table
3, they provide an indication of each category’s relationship
with security policy compliance.  However, that analysis only
accounts for the contribution of a particular category by itself,
thus failing to satisfy the statistical definition of relative
importance (Johnson and LeBreton 2004).  To truly assess the
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Table 6.  Meta-Analytic Correlation Matrix Used for Relative Weight Analysis

Category 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1.  Security Policy
Compliance

—

2.  Attitude .50
(37)

—

3.  Detection Certainty .38
(20)

.43
(1)

—

4.  Normative Beliefs .47
(43)

.40
(26)

.43
(5)

—

5.  Personal Norms &
Ethics

.50
(20)

.28
(2)

.41
(2)

.34
(4)

—

6.  Punishment
Expectancy

.30
(29)

.24
(8)

.61
(5)

.40
(8)

.39
(6)

—

7.  Punishment
Severity

.31
(27)

.15
(5)

.49
(11)

.28
(6)

.43
(7)

.59
(19)

—

8.  Resource
Vulnerability

.20
(20)

.31
(7)

.51
(2)

.26
(8)

.06
(1)

.22
(5)

.18
(4)

—

9.  Response Cost -.31
(25)

-.22
(5)

-.22
(3)

-.08
(6)

-.03
(1)

-.10
(6)

-.08
(1)

-.07
(8)

—

10.  Response Efficacy .40
(24)

.42
(5)

.13
(1)

.27
(5)

.26a .18
(7)

.08
(3)

.15
(14)

-.28
(12)

—

11.  Rewards .08
(10)

.26
(3)

.28
(1)

.14
(3)

.26a .15
(4)

.12
(2)

.06
(6)

.44
(4)

-.04
(5)

—

12.  SETA .39
(30)

.38
(10)

.56
(3)

.39
(9)

.27
(2)

.38
(5)

.38
(5)

.36
(1)

.00
(6)

.48
(3)

.18
(3)

—

13.  Self-Efficacy .40
(57)

.36
(24)

.05
(6)

.37
(23) 

.34
(1)

.06
(13)

.01
(8)

.12
(16)

-.28
(16)

.45
(19)

.01
(8)

.38
(15)

—

14.  Threat Severity .33
(22)

.33
(5)

.26a .28
(5)

.26a .40
(8)

.02
(2)

.40
(16)

-.18
(12)

.38
(20)

-.01
(6)

.22
(1)

.23
(18)

—

Notes:  In parentheses is the number of studies/independent samples in which the relationship was tested.
aAverage effect size across all non-missing cells.  As a technique to verify the accuracy of the effect sizes calculated using the Lipsey and Wilson
(2001) approach in the main analysis, the correlations shown above were calculated using the Schmidt and Hunter (2015) approach.  Only minor
differences exist for the relationships between each of the categories and security policy compliance (column 1 in Table 6) in comparison to the
effect size results reported in Table 3, which can be attributed to differences in terms of statistical artifact adjustments and the use of Fisher’s z-
transformation (Geganfurtner 2011; Hedges and Pigott 2001; Lipsey and Wilson, 2001; Schultze 2007).  The overall consistency of the effect size
estimates across the two approaches supports the robustness of our findings.

relative importance (i.e., relative contribution) of each cate-
gory in predicting security policy compliance, in line with our
overall research objective, a supplementary analysis is
required in which the intercorrelations among the categories
are taken into account.  Accounting for such intercorrelations
is warranted for the security policy compliance literature,
because as with other organizational research streams
(O’Boyle et al. 2011), there are substantive correlations
among the variables that comprise our categories (see Table
6).  Relative weight analysis is suited for this situation as it
generates an estimate of the unique variance explained by
each predictor after correcting for correlations among predic-
tors (Johnson 2000).  To compute the relative importance of
each of our antecedent categories, we used Tonidandel and
LeBreton’s (2015) RWA-Web program.

The input to the RWA-Web program was a meta-analytic
correlation matrix that we built by conducting separate meta-

analyses for the relationships between all 17 categories and
the security policy compliance criterion variables.  The initial
correlation matrix, shown in Appendix E, was the culmination
of nearly 130 individual meta-analyses.  In conducting these
meta-analyses, we corrected for unreliability and sampling
error.  Again, for studies in which a particular category ap-
peared more than once, we took the average of its correlation
with the other variable(s) of interest so as to avoid double-
counting the relationship (Lipsey and Wilson 2001; O’Boyle
et al. 2011; Schmidt and Hunter 2015).

The empty cells in the correlation matrix in Appendix E
indicate where a particular relationship was not examined in
our corpus of studies.  Missing correlations are common in
meta-analytic investigations such as ours that have a relatively
large number of predictors (Viswesvaran and Ones 1995). 
The literature provides strategies for handling this issue,
which we drew upon (Bergh et al. 2016; Colquitt et al. 2000; 
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Table 7.   Relative Weight Analysis

Category Raw Relative Weights
Raw Relative Weights
 as a Percentage of R2

Personal Norms & Ethics .106 20.66%
Attitude .091 17.73%
Normative Beliefs .069 13.38%
Self-Efficacy .039 7.52%
Response Cost .037 7.28%
SETA .032 6.27%
Response Efficacy .032 6.26%
Punishment Severity .028 5.50%
Threat Severity .027 5.24%
Detection Certainty .024 4.61%
Punishment Expectancy .012 2.27%
Rewards .011 2.10%
Resource Vulnerability .006 1.18%
Total R2 .514

Note:  Raw relative weights add up to R2 and raw weights as a % of R2 add up to 100%.

Viswesvaran and Ones 1995).  First, we followed the ap-
proach of Colquitt et al. (2000) and trimmed the full correla-
tion matrix in Appendix E by eliminating categories with
either a large number of missing relationships or a large
number of relationships based on a single study.  Namely, we
eliminated the organizational support, perceived benefits, per-
ceived ease of use, and perceived usefulness categories.  We
reasoned that eliminating these categories was not detrimental
to our study because we retained most categories related to
the prominent theories (e.g., DT, PMT, TRA/TPB) and con-
structs (e.g., personal norms & ethics, SETA) in the security
policy compliance literature.  Moreover, given the dearth of
studies that examined relationships among the eliminated
categories, we felt that including their effect size estimates in
a relative weight analysis would weaken its validity.  Finally,
the main analysis results in Table 3 still provide an indication
of each eliminated category’s worth in predicting security
policy compliance, albeit not in a relative sense.
 
The trimmed correlation matrix had 91 completed cells and
four empty cells (the correlations between detection certainty-
threat severity, personal norms & ethics-response efficacy,
personal norms & ethics-rewards, and personal norms &
ethics-threat severity).  We could not find suitable surrogate
effect size estimates from the literature for these empty cells,
so we set them to the average effect size across all non-
missing cells in our correlation matrix (.26) (Bergh et al.
2016; Viswesvaran and Ones 1995).  Table 6 provides the
final input matrix used for the relative weight analysis and the
results of this analysis are summarized in Table 7.

The relative weights in Table 7 represent the percentage of
variance in security policy compliance that is uniquely

attributable to each category.  The rank order of the relative
weights is largely consistent with that of the category effect
sizes in the main analysis in Table 3, thereby supporting the
robustness of our findings in terms of the importance of each
category in predicting security policy compliance and con-
firming their explanatory power in the presence of other
predictors.  Regarding the relative weights, the personal
norms & ethics, attitude, and normative beliefs categories
explain the most variance, followed by several other cate-
gories that have similar explanatory power (e.g., response
efficacy, self-efficacy, SETA).  Of lesser relative importance
are the rewards, punishment expectancy, and resource vulner-
ability categories.  One somewhat differing result between the
two analyses is that of response cost.  Response cost emerged
as the fifth-strongest predictor in the relative weight analysis
as compared to its lower rank ordering (and on the lower end
of the medium threshold) in the main analysis.  The statistical
effects of correlated predictors likely explain the differing
results, which do align with the growing evidence that stress-
ful security requirements can have a deleterious influence on
employees’ security policy compliance (D’Arcy et al. 2014;
Posey et al. 2014).9

9We conducted an additional relative weight analysis that accounted for
potentially inflated intercorrelations from CMV.  Using the Malhotra et al.
(2006) formula for CMV-adjusted correlation, we recalculated the correlation
matrix in Table 6 by partialling out the influence of CMV at the 0.10 level.
Next, we re-ran the relative weight analysis with the CMV-adjusted corre-
lation matrix. The results were virtually identical to those in Table 7 in terms
of ordering and relative strength of the antecedent categories. The only
change was that the R2 dropped to .436.
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Table 8.  Moderator Analysis

Category

Moderator

Group

Weighted

Effect Size

|Observed

Difference|

Number

of

Studies

Total

Sample

Size

Calculate z-

test value 80% CVa 95% CIb PVAc

Failsafe-

M

Moderator 1:  Nature of the Dependent Variable

Attitude Compliance

Violation

0.601

0.420

0.181 28

9

8,700

2,275

2.596* 0.32, 0.88

0.11, 0.73

0.58, 0.62

0.37, 0.47

5.99%

6.77%

1,057

126

Detection

Certainty

Compliance

Violation

0.430

0.404

0.026 11

9

3,315

3,205

0.286 0.31, 0.55

0.10, 0.71

0.39, 0.47

0.37, 0.44

59.28%

6.04%

185

177

Normative Beliefs Compliance

Violation

0.526

0.564

0.038 35

8

10,662

1,754

-0.558 0.25, 0.80

0.25, 0.88

0.50, 0.55

0.51, 0.62

7.91%

6.77%

981

183

Personal Norms &

Ethics

Compliance

Violation

0.441

0.659

0.218 8

12

1,838

3,132

-3.169* 0.22, 0.66

0.40, 0.92

0.39, 0.49

0.62, 0.70

16.09%

7.19%

111

444

Punishment

Expectancy

Compliance

Violation

0.325

0.312

0.013 12

17

3,084

4,895

0.142 0.10, 0.55

0.09, 0.53

0.29, 0.36

0.28, 0.34

20.23%

11.86%

106

153

Punishment

Severity

Compliance

Violation

0.236

0.336

0.100 9

18

2,815

5,195

-1.066 0.04, 0.50

0.14, 0.57

0.23, 0.31

0.32, 0.38

12.53%

11.71%

64

225

Self-efficacy Compliance

Violation

0.470

0.182

0.288 50

8

12,907

1,709

3.078* 0.16, 0.78

-0.02, 0.39

0.45, 0.49

0.13, 0.24

9.31%

24.10%

924

11

SETA Compliance

Violation

0.477

0.209

0.268 23

7

6,607

1,791

3.100* 0.26, 0.69

0.06, 0.36

0.45, 0.50

0.16, 0.26

9.96%

46.60%

498

21

Moderator 2:  Nature of Policy Compliance

Attitude Actual

Intended

0.578

0.591

0.013 7

34

2,251

10,101

-0.198 0.21, 0.95

0.32, 0.86

0.53, 0.63

0.57, 0.61

5.97%

5.55%

240

1,165

Normative Beliefs Actual

Intended

0.521

0.538

0.017 10

37

2,657

11,212

-0.216 0.29, 0.75

0.25, 0.82

0.48, 0.56

0.52, 0.56

14.01%

6.63%

230

1,067

Organizational

Support

Actual

Intended

0.583

0.467

0.116 5

7

1,203

1,546

1.422 0.21, 0.96

0.39, 0.54

0.52, 0.65

0.41, 0.52

7.25%

100%

132

107

Punishment

Expectancy

Actual

Intended

0.211

0.347

0.136 7

21

1,733

6,005

-1.437 0.00, 0.42

0.13, 0.57

0.16, 0.26

0.32, 0.37

17.63%

14.30%

20

241

Response Cost Actual

Intended

-0.568

-0.266

0.302 7

20

1,502

4,387

-3.094* -0.97, -0.16

-0.60, 0.07

-0.63, -0.51

-0.30, -0.23

5.64%

14.51%

153

84

Response

Efficacy

Actual

Intended

0.385

0.433

0.048 8

20

1,948

5,559

-0.551 0.04, 0.73

0.21, 0.66

0.33, 0.44

0.40, 0.46

14.32%

14.69%

75

315

Self-efficacy Actual

Intended

0.415

0.444

0.029 16

49

4,166

12,529

-0.334 0.11, 0.72

0.14, 0.75

0.38, 0.45

0.42, 0.46

10.81%

9.34%

206

788

Threat Severity Actual

Intended

0.415

0.345

0.070 8

18

1,948

5,240

0.776 0.24, 0.59

0.11, 0.58

0.36, 0.47

0.31, 0.38

46.65%

14.77%

86

174

Moderator 3:  Type of Security Policy

Attitude General

Specific

0.581

0.526

0.055 24

13

7,591

3,384

0.841 0.32, 0.84

0.18, 0.87

0.56, 0.61

0.49, 0.56

6.70%

4.97%

864

301

Detection

Certainty

General

Specific

0.487

0.349

0.138 11

9

3,331

3,189

1.534 0.31, 0.66

0.09, 0.61

0.45, 0.53

0.31, 0.39

25.93%

8.84%

244

128

Normative Beliefs General

Specific

0.562

0.436

0.126 30

13

9,330

3,086

1.724 0.32, 0.81

0.12, 0.75

0.54, 0.58

0.40, 0.48

9.23%

6.61%

989

186

Personal Norms &

Ethics 

General

Specific

0.400

0.649

0.249 6

14

1,397

3,573

-3.491* 0.16, 0.64

0.42, 0.88

0.34, 0.46

0.61, 0.69

14.90%

8.46%

69

489

Punishment

Expectancy

General

Specific

0.451

0.282

0.169 9

20

1,680

6,299

1.915 0.15, 0.75

0.11, 0.45

0.40, 0.50

0.25, 0.31

8.78%

21.37%

113

160

Punishment

Severity

General

Specific

0.471

0.297

0.174 6

21

1,333

6,677

2.176* 0.33, 0.61

0.08, 0.51

0.41, 0.53

0.27, 0.32

38.49%

10.88%

92

204

Resource

Vulnerability

General

Specific

0.203

0.235

0.032 11

9

3,437

2,624

-0.345 -0.04, 0.45

-0.07, 0.54

0.16, 0.24

0.19, 0.28

15.20%

5.77%

33

41

Response Cost General

Specific

-0.364

-0.267

0.097 19

7

3,898

1,685

-0.919 -0.83, 0.10

-0.55, 0.01 

-0.40, -0.33

-0.32, -0.21

7.81%

23.43%

157

32

Response Efficacy General

Specific

0.439

0.366

0.073 15

9

3,522

2,780

0.846 0.18, 0.70

0.08, 0.65

0.40, 0.48

0.32, 0.41

16.73%

9.87%

192

122
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Table 8.  Moderator Analysis (Continued)

Category

Moderator

Group

Weighted

Effect Size

|Observed

Difference|

Number

of

Studies

Total

Sample

Size

Calculate z-

test value 80% CVa 95% CIb PVAc

Failsafe-

M

Self-efficacy General

Specific

0.491

0.341

0.150 40

19

9,724

5,119

1.725 0.15, 0.83

0.11, 0.57

0.47, 0.51

0.31, 0.37

8.19%

14.68%

737

196

Threat Severity General

Specific

0.346

0.337

0.009 14

8

3,433

2,267

0.098 0.08, 0.61

0.15, 0.53

0.30, 0.39

0.29, 0.38

19.34%

18.49%

100

87

SETA General

Specific

0.421

0.411

0.010 20

10

5,845

2,553

0.114 0.19, 0.65

0.13, 0.69

0.39, 0.45

0.37, 0.46

9.96%

9.44%

348

135

Moderator 4:  Location of Respondents

Attitude Europe

North America

0.589

0.663

0.074 5

18

1,903

4,816

-1.289 0.13, 1,00

0.46, 0.87

0.53, 0.64

0.63, 0.69

2.53%

9.60%

187

723

Detection

Certainty

Asia-Pacific

North America

0.576

0.372

0.204 7

10

1,580

3,876

2.233* 0.28, 0.88

0.22, 0.53

0.52, 0.63

0.34, 0.41

6.27%

19.73%

177

166

Normative Beliefs Asia-Pacific

Europe

0.696

0.577

0.119 7

5

1,980

1,903

2.156* 0.49, 0.90

0.25, 0.90

0.65, 0.74

0.52, 0.63

9.46%

6.43%

339

184

Europe

North America

0.577

0.568

0.009 5

19

1,903

4,644

0.144 0.25, 0.90

0.33, 0.81

0.52, 0.63

0.54, 0.60

6.43%

9.53%

184

495

North America

Asia-Pacific

0.568

0.696

0.128 19

7

4,644

1,980

-2.149* 0.34, 0.81

0.49, 0.90

0.54, 0.60

0.65, 0.74

9.53%

9.46%

495

339

Perceived

Benefits

North America

Asia-Pacific

0.415

0.455

0.040 5

6

1,314

960

-0.368 0.29, 0.54

-0.27, 1.00

0.35, 0.47

0.38, 0.52

33.07%

1.86%

74

63

Punishment

Expectancy

Europe

North America

0.251

0.244

0.007 8

12

2,081

3,744

-0.072 0.14, 0.36

0.11, 0.38

0.20, 0.30

0.21, 0.28

65.67%

29.38%

39

66

Punishment

Severity

North America

Asia-Pacific

0.285

0.374

0.089 12

7

3,521

1,797

-1.073 0.09, 0.48

0.13, 0.62

0.25, 0.32

0.32, 0.42

17.97%

14.30%

92

84

Response Cost Asia-Pacific

Europe

-0.129

-0.896

0.767 8

6

1,282

976

9.776* -0.52, 0.26

-1.00, -0.61

-0.19, -0.07

-0.97, -0.82

11.61%

10.36%

N/A

214

Europe

North America

-0.896

-0.266

0.630 6

10

976

3,113

-10.931* -1.00, -0.61

-0.38, -0.15

-0.97, -0.82

-0.30, -0.23

10.36%

60.20%

214

69

North America

Asia-Pacific

-0.266

-0.129

0.137 10

8

3,113

1,282

-1.155 -0.38, -0.15

-0.52, 0.26

-0.30, -0.23

-0.19, -0.07

60.20%

11.61%

69

N/A

Response

Efficacy

Europe

North America

0.349

0.514

0.165 12

7

3,384

1,691

-1.950 0.03, 0.67

0.42, 0.61

0.31, 0.39

0.46, 0.57

13.59%

78.35%

121

145

Resource

Vulnerability

Europe

North America

0.109

0.268

0.159 8

7

3,088

1,815

-1.823 -0.11, 0.33

-0.02, 0.56

0.07, 0.15

0.22, 0.32

15.12%

11.29%

3

39

Self-efficacy Asia-Pacific

Europe

0.571

0.407

0.164 8

10

1,879

2,873

1.819 0.34, 0.81

0.07, 0.74

0.52, 0.62

0.36, 0.45

17.37%

10.70%

178

133

Europe

North America

0.407

0.434

0.27 10

26

2,873

6,092

-0.320 0.07, 0.74

0.11, 0.76

0.36, 0.45

0.41, 0.46

10.70%

8.69%

133

388

North America

Asia-Pacific

0.434

0.571

0.137 26

8

6,092

1,879

-1.503 0.11, 0.76

0.34, 0.81

0.41, 0.46

0.52, 0.62

8.69%

17.37%

388

178

SETA Asia-Pacific

North America

0.486

0.432

0.054 10

11

2,548

3,217

0.691 0.25, 0.72

0.19, 0.68

0.44, 0.53

0.39, 0.47

13.85%

9.30%

192

204

Threat Severity Europe

North America

0.385

0.167

0.218 13

5

3,941

1,045

2.283* 0.18, 0.59

-0.08, 0.41

0.35, 0.42

0.10, 0.23

23.65%

26.30%

159

6

*Denotes z-test values that are significant at p < .05.
aCV refers to the calculated Credibility Value.
bCI refers to the calculated Confidence Interval.
cPVA refers to the percent of variance in observed correlations attributable to sampling error and other artifacts (Schmidt and Hunter 2015; Schmidt and Le 2014).
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Moderator Analysis

Sufficient data were provided in the articles to calculate a
total of 40 moderator results.10  Of these, the moderator was
found to be significant at p < .05 in 16 instances (denoted in
Table 8 with an “*”).  By calculating the z for the individual
correlations and then the z-score to compute the normal curve
deviation (Cohen et al. 2003), effect size differences were
determined between the moderators.  In accounting for sample
size during the z-score calculation, we calculated the har-
monic mean as it is considered to provide a precise approxi-
mation of sample size relative to arithmetic mean and the total
(Viswesvaran and Ones 1995).

The findings of the moderator analysis are presented in Table
8 and are discussed in detail within the following section. 
Worth mentioning here, however, is the issue of potential
outliers influencing the moderator results, particularly because
the moderator analysis is based on a limited number of studies
per moderator group.  Although we found no extreme outliers,
there were two studies (Kinnunen 2016, Li and Luo 2017)
that reported correlations an order of magnitude higher than
most others for their particular category.  We reviewed the
research designs of these two studies and found no apparent
reason for the higher values.  However, to ensure that the two
studies were not unduly influencing our moderator results, we
followed the guidance of Lipsey and Wilson (2001) and
recoded the suspect correlations down to the next lower effect
size magnitude (i.e., from very large to large).  The results
with these new correlation values showed the same 16 signi-
ficant moderating effects at p < .05 as in Table 8.

Discussion

Our objective in this study was to clarify the relative impor-
tance of the antecedents to security policy compliance, as well
as the moderators of these relationships, in an effort to pro-
mote theoretical advancement in this research space.  Based
on the findings outlined above, a series of valuable insights
were uncovered and are summarized in Table 9.

First, three of the top five categories with the highest overall
effect sizes and strongest relative importance in explaining
security policy compliance (attitude, personal norms & ethics,
and normative beliefs) are all oriented around inherent
employee values.  These categories are closely linked with the
psychological and ethical characteristics of employees, rather
than other, lower-ranked categories, such as punishment,
threats, and rewards, which are typically associated with man-
agerial actions.  Although these characteristics may be able to
be influenced incrementally and cultivated over time,
managers may find increased short-term compliance benefits
by hiring employees with attitudes and beliefs that are con-
sistent with organizational objectives, as well as supporting a
security-centric culture that can further promote these charac-
teristics.  Additionally, as normative beliefs are based on the
influences of significant individuals wanting employees to do,
or not do, certain behaviors, ensuring that key personnel with-
in the organization have the proper attitude and/or possess
norms and ethics consistent with the organization’s strategic
objectives can be leveraged to have a trickle-down effect that
promotes compliance with lower-level employees.

In comparison, the categories that are generally seen to be
more easily manipulated by management, such as punishment
and rewards, are among those with the lowest effect size
magnitudes and that exhibited weaker relative importance in
predicting security policy compliance.  Despite the extensive
research and theoretical support demonstrating the potential
for these activities to influence security policy compliance,
our findings suggest that they are only minimally effective. 
However, as our moderator analysis notes below, there are
some specific circumstances where punishment does exhibit
a stronger link to compliance (e.g., with general policies).
Future research is required to clarify any new forms of
rewards and punishment that may prove to be effective, as
well as additional circumstances in which existing rewards
and punishments are especially effective.  For example, in a
healthcare-related context, the security and privacy of patient
data is of paramount importance and compliance may be
enhanced by the potential for punishment (e.g., penalties asso-
ciated with HIPAA violations) or the severity of the implica-
tions of noncompliance (e.g., significant financial loss). 
Likewise, a respondent’s specific job role and responsibilities
may influence the relative importance of punishment and
rewards.

Our results also suggest that activities related to perceptions
of security policy usefulness, effectiveness of actions
(response efficacy), confidence in skills (self-efficacy), and
training (SETA) all have a medium or large effect size. 
Response efficacy, self-efficacy, and SETA also each showed
what could be considered mid-range relative importance in
terms of predicting security policy compliance.  Although

10As noted above, the minimum number of studies within each antecedent
category was set at five.  In order to maintain the same statistical power with-
in the moderator analysis, we maintained this minimum threshold for each of
the moderator groups.  Of the 68 possible moderator comparisons (i.e., 4
moderators across 17 categories), 40 groups had at least 5 studies in both
moderator groups (e.g., for the attitude category, 5 or more studies were
required to examine actual compliance and 5 or more studies were required
to examine intended compliance).  However, care should be taken in inter-
preting the results from those moderators with a small number of studies
and/or sample sizes.
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Table 9.   Implications and Opportunities for Future Research

Relationship Finding Practical and Research Implications Future Research Questions

Antecedent Relationships to Security Policy Compliance

Attitude, personal
norms & ethics, and
normative beliefs with
security policy
compliance

Three of the five antecedents
with the largest effect sizes and
relative importance draw on the
inherent characteristics of
individual employees.

Companies should prioritize hiring
employees with inherent values that are
consistent with the organization’s
approach to security.  Future research
should utilize theories in which attitude,
personal norms/ethics, and normative
factors play a central role (e.g., TPB,
theory of interpersonal behavior, morality
theories, social learning theory).  

What specific attitudes, values,
norms, and beliefs are most
associated with employees who
comply with security policies?  

Punishment
expectancy,
punishment severity,
and rewards with
security policy
compliance

Three of the four antecedents
with the smallest effect sizes
relate to aspects of punishment
and rewards.  These same
antecedents did not have strong
relative importance.  

Punishment is only effective in specific
circumstances (e.g., see type of moder-
ator below).  Theories that incorporate
these constructs (e.g., DT, PMT, RCT)
need to consider contextual factors that
may alter their explanatory ability.   

To what extent does a respon-
dent’s industry and job role
moderate the relationship between
punishment/rewards and policy
compliance?

Perceived usefulness,
response efficacy,
self-efficacy, and
SETA with security
policy compliance

Employee competency and skill-
centric activities all have either a
medium or large effect size. 
They also exhibited mid-range
relative importance scores.  

Training may be able to help convince
employees of the value of policies
(perceived usefulness), as well as
cultivating their skills and confidence
(self-efficacy, response efficacy).  Future
research should consider theory-
informed training approaches that foster
security competencies as a means to
improve policy compliance.    

How can organizations better train
and educate employees to
enhance their perceived useful-
ness of security policies, as well as
their self-efficacy and response
efficacy?

Moderators of the Antecedents to Security Policy Compliance

Measurement of policy
compliance versus
policy violation

In the eight categories where
there was sufficient data to
compare the results associated
with policy compliance to policy
violation, four categories showed
significant differences in the
results:  attitude, personal norms
& ethics, self-efficacy, and SETA.

Policy compliance and policy violation do
not appear to be consistently measuring
opposite ends of the same behavior. 
Although our analysis shows that
sometimes the results are similar (e.g.,
detection certainty), researchers should
not assume that findings associated with
policy compliance behavior can be
uniformly applied to policy violation
behavior (and vice versa).

What are the unique aspects of
employee behavior associated
with security policy compliance
that differ from security policy
violation behavior?

Response cost for
actual versus intended
compliance

Response cost has a small
negative effect on intended
compliance, but a large negative
effect on actual compliance.

Using intended compliance as a proxy for
actual compliance may be inaccurate for
the response cost category, as it may
underestimate the negative impact on
compliance.

Do employees not foresee the
negative influence of response
cost when considering their
compliance intentions, but
recognize its stronger negative
influence on actual compliance
behavior? 

Punishment severity
for general versus
specific policies

Punishment severity is more
strongly linked with policy
compliance when the policy is
general, compared to when the
policy is specific.

For companies seeking employee
compliance with general security policies,
the magnitude of the effect of punishment
severity may justify an increased focus
on this category.  Theories that
incorporate the related constructs (e.g.,
DT, RCT) are better suited for explaining
general policy compliance.   

Why does punishment severity
relate more strongly to employee
compliance with general security
policies as compared with specific
policies?
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Table 9.   Implications and Opportunities for Future Research (Continued)

Relationship Finding Practical and Research Implications Future Research Questions

Personal norms &
ethics for general
versus specific
policies

Personal norms & ethics have a
medium effect on policy com-
pliance with general security
policies, but a large effect on
policy compliance with specific
security policies.

For companies seeking employee com-
pliance with specific security policies, the
magnitude of the effect of personal
norms/ethics may justify an increased
focus on these categories.  Theories that
incorporate personal norms/ethics con-
structs (e.g., theory of cognitive moral
development, DT/RCT models that incor-
porate informal sanctions) are better
suited for explaining specific policy
compliance.   

Why do personal norms and ethics
relate more strongly to employee
compliance with specific security
policies as compared to general
policies?

Normative beliefs in
Asia-Pacific versus
Europe and North
America

For Asia-Pacific respondents,
normative beliefs have a
significantly stronger positive
relationship with policy com-
pliance, compared to both North
American and European
respondents.

Companies operating in the Asia-Pacific
region may be receiving improved secu-
rity policy compliance through normative
beliefs.  Theories that incorporate norma-
tive factors (e.g., TPB, theory of inter-
personal behavior) may be particularly
well suited to Asia-Pacific samples.  

Are normative beliefs much more
strongly linked with policy com-
pliance in the Asia-Pacific region
compared to Europe and North
America?

Response cost in
Europe versus Asia-
Pacific and North
America

For European respondents,
response cost has a very large
negative effect size, while only a
small negative effect size in Asia-
Pacific and North America.

Companies operating in Europe may be
particularly susceptible to policy viola-
tions where the response cost is deemed
to be high by employees.  Theories that
incorporate related constructs (e.g.,
PMT), may have weaker explanatory
power in Asia-Pacific and North
American samples.

Is response cost much more
strongly linked with policy viola-
tions in Europe compared to Asia-
Pacific and North America?

each of these categories has an important link to policy com-
pliance on its own, the logical integration between the
activities represents a powerful, yet relatively straightforward
opportunity for organizations.  Rather than focusing only on
the periodic training and education of employees, our findings
show the importance of convincing employees of the value of
policies (perceived usefulness), as well as cultivating their
skills and confidence (self-efficacy, response efficacy) (e.g.,
Puhakainen and Siponen 2010).

For example, organizations can share anecdotal evidence of
how policies have mitigated security incidents in the past
(both internal and external to the organization) to demonstrate
that policies are both important and effective.  Additionally,
skills and confidence can be increased not only through more
traditional training initiatives, but also by the appointment of
a security “champion” on each project team or in each func-
tional area of the organization.  Such an approach could
provide a more accessible training resource to employees who
may be uncertain about compliance practices and procedures
and thus boost the efficacy of all individuals within the group. 
Finally, future research could investigate the ways that
training could more effectively facilitate these longer-term,
ongoing objectives.  The role of training is of particular
importance in a North American environment, as we note in
our moderator analysis below.

From a broader research perspective, our results suggest that
many of the extant security policy compliance models are
plagued by suboptimal theoretical framing, at least to a
degree.  Indeed, constructs from DT, PMT, and RCT are
popular antecedents to security policy compliance (see
Appendix A), yet these constructs fall within categories that
have some of the weakest effect sizes and relative importance
in our analysis.  Notably, the relatively weak effects for the
DT constructs (punishment expectancy, punishment severity)
align with views that the theory is best suited for the study of
malicious security policy violations and computer abuse
activities (e.g., data manipulation or destruction, data theft)
(D’Arcy and Herath 2011; Willison and Warkentin 2013),
consistent with DT’s criminological roots, rather than the
more benign types of behaviors that are often the subject of
security policy compliance studies (e.g., adhering to or vio-
lating policies regarding sharing passwords, insecure USB
practices, locking computers, etc.).  This is not to say that DT
is irrelevant in the security policy compliance context, but it
does appear that the influences of DT constructs are surpassed
by those of other theories, such as those of the TPB.

Similarly, the small-to-medium effects and relative impor-
tance of certain PMT constructs (i.e., resource vulnerability,
threat severity) align with recent claims that PMT is mis-
specified in security policy compliance contexts (unless
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contextualized to situations of personal relevance; Johnston
et al. 2015).  Whereas this argument has previously been
rooted in the referent PMT literature on health behavior, we
give it an empirical backing based on a consolidated analysis
of security policy compliance research.  Taking this further,
the limited amount of variance explained by several of the
PMT constructs in our relative weight analysis suggests that
the full PMT nomology is not essential for the study of secu-
rity policy compliance.  Notably, our finding on this matter
contrasts with that of Boss et al. (2015), who recommended
the complete PMT nomology in IS security contexts based on
their two-study analysis. 

In advancing the theoretical understanding of security policy
compliance, our results point to the explanatory ability of
theories in which attitudes, personal norms and ethics, and
normative beliefs occupy a central position.  Such theories
can provide the foundation for contextualized models that
incorporate additional constructs.  The TPB fits this purpose
and we recommend it over its predecessor, the TRA, because
the former incorporates normative influences and self-
efficacy.  Additional candidates are the theory of inter-
personal behavior (Triandis 1977), because attitude and social
influence are central to this theoretical framework; theories of
moral development (Kohlberg 1969) and moral identity
(Aquino and Reed 2002); and social learning theory (War-
kentin et al. 2011).  Aside from the TPB, these theories have
received little attention in the security policy compliance
literature, yet our results suggest their superior explanatory
ability over the oft-used DT, PMT, and RCT in this context.

Contextual Moderators 

Our moderator analysis sought to explain some of the varia-
tion within categories in relation to security policy com-
pliance and, in doing so, identify boundary conditions for the
application of certain theories in this domain.  Of particular
interest are those moderators where one category is signi-
ficantly different from the other.

For our first moderator, we focused on the differences stem-
ming from the measurement of employee compliance with a
security policy compared to measuring security policy viola-
tions.  Overall, our results suggest that policy compliance and
policy violation should not be considered opposite views of
the same construct since four of the eight categories (where
sufficient data were available) highlighted significant differ-
ences depending on the approach used to measure the
dependent variable.  However, because there were also four
categories that did not display significant differences, we
recognize that at least some fundamental elements may be
shared between the two concepts.  This finding supports past

views (e.g., D’Arcy and Herath 2011; Guo 2013) that policy
compliance and policy violation are distinguished by at least
some unique elements.  As noted, this is a critical issue and
our empirical results offer a unique contribution compared to
other, more limited assessments of the security policy
compliance literature.  

For example, we help rectify what we earlier labeled as an
unresolved conflict with respect to the unified model of
security policy compliance from Moody et al. (2018).  In that
study, the authors used policy violation as the dependent
variable and did not include attitude as a construct in their
model, nor did they include standalone constructs for social
norms or moral considerations.  Yet, the results of a number
of other security policy compliance studies suggest that
attitude, social norms, and moral considerations are important
predictors of security policy compliance.  Our moderator
analysis suggests that the influences of security-related
attitudes and moral considerations, in particular, depend on
whether the dependent variable is positive (compliance) or
negative (violation).  It therefore stands to reason that the
accuracy of theories that include attitudes and personal norms
and ethics constructs depend on the types of security behavior
to which they are applied.

Specifically, theories that incorporate personal norms and
ethics constructs (e.g., theory of cognitive moral develop-
ment; Kohlberg 1969; Myyry et al. 2009) appear better suited
to the study of security policy violations as opposed to secu-
rity policy compliance.  On the other hand, theories such as
social cognitive theory and social learning theory (Bandura
1977), which provide a basis for self-efficacy and other
individual learning-related constructs (e.g., SETA) in the
security policy compliance context, appear more suited to the
study of security policy compliance.  Moving forward, we
recommend that researchers cease their attempts at a single,
unified model of security policy compliance.  Based on our
results, such attempts are likely to be fruitless given the
apparent differences between policy compliance and policy
violations (and the other differences based on our moderator
results, as described below).  We therefore recommend further
research to determine the unique aspects of employee
behavior associated with security policy compliance that
differ from security policy violation behavior.

The second moderator analysis examined the differences
resulting from studies that examined actual compliance with
security policies versus those studies that examined intended
compliance.  Our findings partially confirm past work (e.g.,
Jenkins and Durcikova 2013; Vance et al. 2014) suggesting
that the use of intended compliance as a proxy for actual com-
pliance is not uniformly reliable, since we found significantly
different results for the response cost category.  However, our
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results did highlight seven antecedent categories where the
relationships with actual versus intended compliance are not
significantly different.  Indeed, our results did not uncover a
consistent pattern in those categories where variances did
occur. 

These findings lend some credence to our earlier point that the
information security context is unique from other IS contexts
where the intention-to-behavior linkage is much stronger
(e.g., Venkatesh et al. 2003).  This result is consistent with the
view of IS security scholars who have advocated a move
away from the intention construct, where possible, in an
attempt to study actual security-related behaviors (Crossler et
al. 2013; Lowry et al. 2017).  Accordingly, future research
should strive toward novel study designs that capture actual
policy compliance behavior.  We speculate that if/when
researchers begin to utilize such designs in security policy
compliance studies, the results will show even stronger
evidence of a gap between intention and actual behavior.  On
this point, we note that each of the studies in our meta-
analysis that included actual security policy compliance (or
violation) measured the construct using self-reported re-
sponses.  An argument can be made that self-reported actual
behaviors are not much different than intended behaviors and,
therefore, our finding of a moderating influence of actual
versus intended security policy compliance for even one cate-
gory (response cost) is conservative.  With respect to this
finding, one speculative explanation is that employees under-
estimate the burden of policy requirements when considering
their compliance intentions; in contrast, such burdens have a
strong negative influence on their actual compliance behavior. 
Future research could delve into this issue further and also
seek to uncover why some employees intend to violate a
policy to a lesser extent than they actually do (e.g., response
cost).

Our third moderator analysis examined the differences stem-
ming from the use of a general security policy versus a
specific policy.  For one category—punishment severity—the
effect size was medium for general policies and small for
specific policies.  This suggests that employees interpret the
narrow scope of specific policies to correspond to diminished
sanctions, in comparison to the more severe punishments of
general policies.  We do not have a clear explanation for this
result, but one conjecture is that when punishment can be ap-
plied more generally it is deemed as more severe.  As well,
even though our results did not show a particularly strong
effect size or relative importance for perceived severity, the
significant moderating influence of general versus specific
policy for this category has practical importance.  This is
because many well-known industry standards for information
security management (e.g., ISO/IEC 27002) draw heavily on
punishment-based approaches for combating security policy

violations and other forms of IS misuse and abuse (Theo-
haridou et al. 2005).  Gaining a deeper understanding of how
employees respond to such approaches (which, consequently,
are incorporated within most firms’ security policies) is
therefore important for furthering the effectiveness and
validity of such industry standards.

In contrast to our results for perceived severity, for the
personal norms and ethics category, the effect size was
medium for general policies, but extended to the large thres-
hold for specific policies.  This suggests that the more focused
guidelines associated with specific policies increases the
importance of norms and ethics in achieving policy com-
pliance.  In terms of boundary conditions, these results
suggest that theoretical models that incorporate personal
norms and ethics constructs (e.g., theory of cognitive moral
development; Kohlberg 1969; Myyry et al. 2009) will have
greater explanatory power when a specific security policy is
being considered.  Alternatively, theoretical models that
incorporate punishment constructs (e.g., DT, RCT) will
exhibit greater explanatory power when a general security
policy is being considered.

Future research could explore why the antecedents to
compliance with general and specific policies vary to this
extent.  One possible explanation for the variance of personal
norms and ethics is that when policy guidelines are more
specific and tailored to a particular technology (e.g., anti-
virus), an employee’s inherent ethical outlook may be more
easily understood and applied within the context of the
desired behavior, when compared to a more general policy
where an employee’s ethical norms may be difficult to apply
to a broad and wide-ranging policy.  The results also suggest
that the influences of moral and ethical considerations in the
security policy compliance context are partially behavior-
specific.  An extension of this finding for organizations is that
they have some power to foster security policy compliance,
for example, by educating employees on their moral respon-
sibilities toward specific behaviors, rather than solely relying
on the hiring of employees with certain dispositional traits
related to morality and ethics (e.g., having a principled ethical
ideology or characteristics of a moral personality; McFerran
et al. 2010).

The fourth moderator we considered was the location of the
respondents.  Our results are consistent with past research
(Hovav and D’Arcy 2012; Kam et al. 2015; Lowry and
Moody 2015) that suggests geographical location can influ-
ence security policy compliance.  However, our results extend
the discussion by highlighting the specific categories where
these differences are most prominent.  As well, our results
answer past calls (e.g., Crossler et al. 2013) for research to
analyze cross-cultural differences in security policy com-
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pliance beyond a two-country comparison by making assess-
ments on a broader scale.

Notably, most prior cross-cultural studies in the security
policy compliance literature compare only countries from
North America and East Asia (e.g., China, South Korea).  In
contrast, our consolidated analysis of the literature afforded
us the ability to provide previously unexplored cross-cultural
comparisons in this research space, such as between the North
American and European regions and those of Europe and
Asia-Pacific.  Our results noted significant differences be-
tween the Asia-Pacific region and Europe/North America
(detection certainty, normative beliefs), as well as between
Europe and Asia-Pacific/North America (response cost, threat
severity).  This finding supports past views (e.g., Kam et al.
2015) that Asia-Pacific cultural characteristics play a signi-
ficant role in compliance behaviors; in the normative beliefs
category, the region was most likely to comply (0.696 effect
size), while in the response cost category, the region was least
likely to violate (-0.129 effect size).  The finding also pro-
vides a boundary condition for the application of theories that
incorporate normative constructs (e.g., TPB, theory of inter-
personal behavior) and response cost constructs (e.g., PMT),
as the models rooted in these theories may exhibit different
explanatory power depending on the region in which they are
applied.

Additionally, given the history of DT in the IS security
literature, it is worth commenting on our moderator results
that shed light on the application of DT to security policy
compliance.  These results suggest that DT’s punishment
expectancy and punishment severity constructs apply equally
well across both compliance and violation behaviors. 
Notably, this finding contrasts with the views of IS security
scholars who have speculated that DT is not suited for the
study of positive security behaviors, such as policy com-
pliance (D’Arcy and Herath 2011).  Our collective findings on
DT suggest that its constructs have some predictive ability
across a range of positive and negative security-related
behaviors, yet these constructs should be augmented with
those from other theories to produce research models with
adequate explanatory power.

Limitations

Our findings should be viewed through the lens of a few
limitations.  First, as previously noted, we recognize the
possible role of CMV in influencing our results.  To address
this issue to the extent possible, we compared the effect sizes
of studies that accounted for CMV to those that did not, as
well as conducted a relative weight analysis based on a CMV-

adjusted correlation matrix.  Although the results did not sub-
stantially alter our findings overall, we cannot preclude the
possibility that CMV is biasing all of the correlations in our
data.  In the future, researchers are encouraged to follow past
guidance to control for and offset the influence of CMV, such
as obtaining variable measurements from different sources, as
well as temporally separating measurement (e.g., using a time
lag) (Podsakoff et al. 2003), rather than using performative
steps in the data analysis phase that cannot eliminate the
threat of CMV.

Using separate data sources for independent and dependent
variables is an ideal remedy for combatting CMV (Podsakoff
et al. 2003).  One of the very few examples of such a design
in the security policy compliance literature is the Workman et
al. (2008) study, in which the independent variables were
captured with self-report survey measures and one of the
dependent variables was captured with computer logs of
actual security behavior.  In citing this example, we recognize
the extreme difficulties in obtaining actual employee security
behavior due to a variety of reasons (Crossler et al. 2013;
Kotulic and Clark 2004).  If it is not possible to obtain data
from different sources, capturing independent and dependent
variables at different points in time is an alternative solution
for alleviating CMV.  As examples, Thatcher et al. (2018)
used such a design in their two-part survey-based study of
information technology mindfulness, as did D’Arcy and
Greene (2014) in the security policy compliance context.  

More broadly, our view is that security policy compliance
research has reached the level of maturity where, moving
forward, more stringent research designs that counter the
validity threat of CMV are necessary.  Doing so is crucial to
the advancement of theory, research, and practice on security
policy compliance.  The lack of controlling for CMV is a
deficiency in the IS literature in general, and we are not the
first to raise this issue (e.g., Sharma et al. 2009; Straub and
Burton-Jones 2007).  We echo the views of IS scholars who
consider CMV a threat to published findings in major IS
research domains, and certainly with respect to the security
policy compliance literature.

As a second limitation, there is the possibility that relevant
antecedent categories within the papers we examined could
have been omitted.  Although we employed rigorous methods
to construct 17 categories from a total of 401 independent
variables, we also followed guidance from past literature to
set the minimum number of studies per antecedent category
at five.  As a result, it is possible that additional categories
could exist from those independent variables without a sub-
stantive presence in the current literature that could further
illuminate the antecedents to security policy compliance.
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Additionally, the veracity of our conclusions is closely asso-
ciated with the quantity of papers that are included in the
analysis, along with the accompanying sample sizes within
the papers.  In areas where fewer papers exist, such as in the
rewards category or within some areas of the moderators (e.g.,
detection certainty, response cost), statistical power is reduced
(Schmidt 1996; Schmidt and Hunter 2015).  As well, the exis-
tence of unpublished papers or future publications with results
that differ from the existing literature could alter a category’s
effect sizes and caution should be taken in interpreting the
accompanying results.  Although our quantity of in-scope
publications is favorable compared with several past meta-
analyses, we took the precautionary measures of including the
calculation of confidence intervals and Failsafe-N for all
categories and requesting unpublished papers from active
scholars.  However, despite these efforts, a possibility exists
that effect size fluctuations could occur as more publications
emerge.  Similarly, the criteria we set for including studies in
our analysis were chosen in order to encompass a broad range
of security policy compliance issues, but not so broad as to
erode the questions that our results could address.  We recog-
nize that other areas of behavioral IS security were deemed
out of scope of our study (e.g., personal/home security be-
haviors outside of an organizational context), but that a future
meta-analysis in such areas may very well be warranted.

Conclusion

Properly securing vital systems and data continues to be a
pressing need for organizations operating in the digital age. 
Despite the many technical solutions available to security
experts, human behavior (and the policies designed to govern
their behavior) continues to be the focal point upon which
security efforts often succeed or fail.  A rich stream of litera-
ture has identified numerous antecedents to security policy
compliance and theoretical perspectives that can frame this
behavior; however, the inconsistencies and lack of theoretical
congruence in this literature led us to conduct a meta-analysis
that aggregates and analyzes the findings of 95 empirical
papers addressing security policy compliance.  Some of the
most noteworthy findings revealed through this analysis
include (1) the relative strength of the link between employee
attitudes/norms/beliefs and policy compliance, (2) the relative
weakness of the link between rewards/punishment/threats and
policy compliance, (3) the support for security policy com-
pliance and violation as representing at least partially distinct
concepts, (4) the inconsistent links between the antecedent
categories and actual versus intended compliance, (5) the
inconsistent links between general security policies versus
specific policies and compliance, and (6) the importance of
selected antecedents for particular national cultures.  We hope

that our results bring greater clarity to the security policy
compliance literature and provide guidance that facilitates
future theoretical work in this domain.
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Appendix A

Included Studies

Table A1.   Papers Included in the Meta-Analysis

Authors (Year)(a)

Publication
Name

Publication
Type

Sample
Size(s)

Primary Theoretical or
Conceptual Base

Antecedent Categories
Examined

Abed et al. (2016) Americas
Conference on
Information
Systems

Conference 275 Cognitive dissonance theory,
technology acceptance model,
expectation confirmation theory,
IS continuance model

Attitude
Perceived usefulness
Normative beliefs
SETA

Al-Omari et al.
(2013)

Hawaii
International
Conference on
System
Sciences

Conference 445 Theory of planned behavior Attitude
Normative beliefs
Personal norms & ethics

Al-Omari et al.
(2012a)

Americas
Conference on
Information
Systems

Conference 878 Theory of planned behavior Attitude
Normative beliefs 
Self-efficacy
SETA

Al-Omari et al.
(2012b)

Hawaii
International
Conference on
System
Sciences

Conference 205 Theory of planned behavior,
theory of reasoned action,
rational choice theory,
technology acceptance model

Detection certainty
Normative beliefs
Perceived ease of use
Perceived usefulness
Self-efficacy
SETA
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Table A1.   Papers Included in the Meta-Analysis (Continued)

Authors (Year)(a)

Publication
Name

Publication
Type

Sample
Size(s)

Primary Theoretical or
Conceptual Base

Antecedent Categories
Examined

Arunothong
(2014)

Ph.D.
Dissertation

Dissertation 613 Social exchange theory, social
penetration theory

Detection certainty
Punishment severity

Aurigemma and
Leonard (2015)

Journal of
Information
Systems
Security

Journal 221 Affective organizational
commitment, theory of planned
behavior, rational choice theory

Attitude
Normative beliefs
Perceived benefits
Response cost
Self-efficacy

Aurigemma and
Mattson (2014)(d)

Americas
Conference on
Information
Systems

Conference 239 Theory of planned behavior,
deterrence theory

Attitude
Punishment expectancy
Punishment severity

Aurigemma and
Mattson (2017a)(d)

Information &
Computer
Security

Journal 239 Deterrence theory, theory of
planned behavior, rational choice
theory

Normative beliefs
Self-efficacy

Aurigemma and
Mattson (2017b)(d)

Computers &
Security

Journal 239 Theory of planned behavior Attitude
Normative beliefs
Self-efficacy

Bauer and
Bernroider (2017)

Data Base for
Advances in
Information
Systems

Journal 97 Theory of reasoned action,
neutralization theory

Attitude
Normative beliefs
SETA

Boss et al. (2009) European
Journal of
Information
Systems

Journal 1671 Social influence theory,
organismic integration theory,
agency theory, control theory

Detection certainty Reward

Boss et al.
(2015)(b)

MIS Quarterly Journal 104, 327 Protection motivation theory Resource vulnerability
Response cost
Response efficacy
Rewards(g)

Self-efficacy
Threat severity

Brady (2010) Ph.D.
Dissertation

Dissertation 76 Theory of reasoned action,
theory of planned behavior

Organizational support
Self-efficacy
SETA

Bulgurcu et al.
(2010)

MIS Quarterly Journal 464 Theory of planned behavior,
rational choice theory, deterrence
theory

Attitude
Normative beliefs
Perceived benefits
Punishment expectancy
Rewards
Response cost
Resource vulnerability
Self-efficacy
SETA

Burns et al.
(2018)

Decision
Sciences

Journal 411 Expectancy theory Attitude
Self-efficacy
SETA
Response efficacy

Chan et al. (2005) Journal of
Information
Privacy &
Security

Journal 104 None noted Organizational support
Self-efficacy

Chen et al. (2016) Journal of
Computer
Information
Systems

Journal 231 Awareness-motivation-capability
framework

Punishment severity
Rewards
Self-efficacy
SETA
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Table A1.   Papers Included in the Meta-Analysis (Continued)

Authors (Year)(a)

Publication
Name

Publication
Type

Sample
Size(s)

Primary Theoretical or
Conceptual Base

Antecedent Categories
Examined

Cheng et al.
(2013)

Computers &
Security

Journal 185 Social control, deterrence theory Normative beliefs
Personal norms & ethics
Punishment expectancy
Punishment severity

Cheng et al.
(2014)

Computers in
Human Behavior

Journal 230 Deterrence theory, neutralization
theory

Detection certainty
Perceived benefits
Punishment severity

Chu et al. (2015) Journal of
Business Ethics

Journal 208 Theory of planned behavior Attitude
Normative beliefs
Self-efficacy

D’Arcy (2005)(c) Ph.D.
Dissertation

Dissertation 238, 269 Deterrence theory Detection certainty
Punishment expectancy
Punishment severity
Self-efficacy
SETA

D’Arcy and 
Greene (2014)

Information
Management &
Computer
Security

Journal 127 Social exchange theory Detection certainty
Organizational support

D’Arcy et al.
(2014)

Journal of
Management
Information
Systems

Journal 539 Coping theory, moral
disengagement theory, social
cognitive theory

Personal norms & ethics
Response cost

D’Arcy et al.
(2018)

AIS
Transactions on
Replication
Research

Journal 150 Moral disengagement theory,
coping theory

Response cost

D’Arcy and Lowry
(2019)(c)

Information
Systems Journal

Journal 77, 628 Rational choice theory, theory of
planned behavior

Attitude
Detection certainty
Normative beliefs
Perceived benefits
Personal norms & ethics
Response cost
Self-efficacy

Devgan (2012) Ph.D.
Dissertation

Dissertation 189 Theory of planned behavior Normative beliefs
Perceived ease of use
Perceived usefulness
Self-efficacy

Dinev and Hu
(2007)

Journal of the
Association for
Information
Systems

Journal 332 Theory of planned behavior Attitude
Normative beliefs
Perceived ease of use
Perceived usefulness
Self-efficacy 
SETA

Dinev et al.
(2009)

Information
Systems Journal

Journal 227 Theory of planned behavior,
rational choice theory,
technology acceptance model, IS
continuance model

Attitude
Normative beliefs
Perceived ease of use
Perceived usefulness
Self-efficacy
SETA

Donalds (2015) SIG GlobDev
Pre-ECIS
Workshop

Conference 137 Cybersecurity awareness and
training

Organizational support
SETA
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Table A1.   Papers Included in the Meta-Analysis (Continued)

Authors (Year)(a)

Publication
Name

Publication
Type

Sample
Size(s)

Primary Theoretical or
Conceptual Base

Antecedent Categories
Examined

Dugo (2007) Ph.D.
Dissertation

Dissertation 113 Theory of planned behavior,
deterrence theory

Attitude 
Normative beliefs
Punishment expectancy
Punishment severity
Self-efficacy

Foth (2012) Journal of Public
Health

Journal 557 Technology acceptance model,
protection motivation theory

Attitude
Normative beliefs
Perceived ease of use
Perceived usefulness
Resource vulnerability
Threat severity

Goo et al. (2014) IEEE
Transactions on
Professional
Communication

Journal 581 Safety climate and performance
model

Normative beliefs
Organizational support
SETA

Guo and Yuan
(2012)(e)

Information &
Management

Journal 306 Deterrence theory, theory of
reasoned action, social cognitive
theory

Attitude

Guo et al.
(2011)(e)

Journal of
Management
Information
Systems

Journal 306 Composite behavior model,
theory of reasoned action, theory
of planned behavior

Attitude
Normative beliefs
Perceived benefits
Punishment expectancy
Resource vulnerability

Haeussinger and
Kranz (2013)

International
Conference on
Information
Systems

Conference 475 Deterrence theory, theory of
planned behavior

Normative beliefs
SETA

Han et al.
(2017)(c)

Computers &
Security

Journal 111, 102 Rational choice theory Perceived benefits
Response cost 
SETA

Hanus (2014) Ph.D.
Dissertation

Dissertation 172 Threat avoidance theory,
protection motivation theory

Attitude
Punishment expectancy
Resource vulnerability
Response cost
Rewards
Self-efficacy
SETA
Threat severity

Harrington
(1996)(c)

MIS Quarterly Journal 219 Deterrence theory Personal norms & ethics

Herath and Rao
(2009a)(f)

Decision
Support
Systems

Journal 312 Deterrence theory, protection
motivation theory

Detection certainty
Normative beliefs
Punishment severity
Response efficacy

Herath and Rao
(2009b)(f)

European
Journal of
Information
Systems

Journal 312 Deterrence theory, agency theory Attitude
Normative beliefs
Resource vulnerability
Response efficacy
Self-efficacy
Threat severity

Herath et al.
(2018)

Information
Technology &
People

Journal 233 Social cognitive theory SETA
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Table A1.   Papers Included in the Meta-Analysis (Continued)

Authors (Year)(a)

Publication
Name

Publication
Type

Sample
Size(s)

Primary Theoretical or
Conceptual Base

Antecedent Categories
Examined

Hovav and D’Arcy
(2012)(c)

Information &
Management

Journal 366, 360 Deterrence theory Detection certainty
Punishment expectancy
Punishment severity

Hovav and Putri
(2016)

Pervasive &
Mobile
Computing

Journal 230 Reactance theory, psychological
contract theory, protection
motivation theory, organizational
justice theory

Response cost
Response efficacy
SETA

Hu et al. (2012) Decision
Sciences

Journal 148 Theory of planned behavior Attitude
Normative beliefs
Organizational support
Self-efficacy

Huang et al.
(2016)

Pacific Asia
Conference on
Information
Systems

Conference 234 Theory of planned behavior,
social cognition theory

Self-efficacy 
SETA

Humaidi and
Balakrishnan
(2018)

Health
Information
Management
Journal

Journal 454 Theory of planned behavior Organizational support
Self-efficacy

Hwang et al.
(2017)

Online
Information
Review

Journal 415 Prospect theory, protection
motivation theory

Normative beliefs
Response cost
Self-efficacy
SETA

Ifinedo (2012) Computers &
Security

Journal 124 Theory of planned behavior,
protection motivation theory

Attitude
Normative beliefs
Resource vulnerability
Response cost
Response efficacy
Self-efficacy
Threat severity

Ifinedo (2014a) Information &
Management

Journal 124 Theory of planned behavior,
social cognitive theory, social
bond theory

Personal norms & ethics

Ifinedo (2014b) Mediterranean
Conference on
Information
Systems

Conference 201 Social cognitive theory Rewards
Self-efficacy
SETA

Ifinedo (2016) Information
Systems
Management

Journal 176 Deterrence theory, rational
choice theory, organizational
climate perspective

Detection certainty
Organizational support
Punishment severity
Response cost

Jaafar and Ajis
(2013)

International
Journal of
Business and
Social Science

Journal 400 Social cognitive theory Organizational support
Self-efficacy

Jenkins (2013)(b) Ph.D.
Dissertation

Dissertation 332, 162 Theory of planned behavior, field
theory

Attitude
Normative beliefs
Self-efficacy

Jenkins and
Durcikova (2013)

International
Conference on
Information
Systems

Conference 194 Theory of planned behavior,
dual-task interference theory

Attitude
Normative beliefs
Self-efficacy
SETA
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Table A1.   Papers Included in the Meta-Analysis (Continued)

Authors (Year)(a)

Publication
Name

Publication
Type

Sample
Size(s)

Primary Theoretical or
Conceptual Base

Antecedent Categories
Examined

Jenkins et al.
(2010)

International
Conference on
Information
Systems

Conference 108 Theory of planned behavior,
dual-processing theory, yield shift
theory,
expectancy value theory

Attitude
Organizational support
Perceived ease of use
Response Cost
Self-efficacy

Jeon and Hovav
(2015)(c)

HawaiiInter-
national
Conference on
System
Sciences

Conference 40, 49 Psychological ownership, rational
choice theory, deterrence theory

Detection certainty
Perceived benefits
Response cost
Self-efficacy

Johnston and
Warkentin (2010)

MIS Quarterly Journal 275 Protection motivation theory, fear
appeals model

Resource vulnerability
Response efficacy
Self-efficacy
Threat severity

Johnston et al.
(2015)

MIS Quarterly Journal 559 Protection motivation theory,
deterrence theory

Punishment expectancy
Punishment severity Resource
vulnerability
Response efficacy
Self-efficacy
Threat severity

Johnston et al.
(2010)

Americas
Conference on
Information
Systems

Conference 435 Social learning theory Self-efficacy

Kam et al.
(2015)(c)

European
Conference on
Information
Systems

Conference 127, 121 Competing values framework Normative beliefs

Kinnunen (2016)(c) MS Thesis Thesis 119,
111,
118, 112

Deterrence theory, protection
motivation theory, stress-as-
offense-to-self theory

Punishment expectancy
Response cost
Response efficacy
Self-efficacy
Threat severity

Kranz and
Haeussinger
(2014)

International
Conference on
Information
Systems

Conference 444 Theory of planned behavior,
organismic
integration theory, self-
determination theory

Attitude
Normative beliefs 
Self-efficacy

Kuo et al. (2017) Journal of
Medical
Systems

Journal 262 Deterrence theory Detection certainty
Normative beliefs
Punishment expectancy
Punishment severity

Lebek et al.
(2014)

International
Conference on
Information
Systems

Conference 208 Theory of planned behavior,
expectancy-valence theory

Organizational support
Personal norms & ethics

Lee et al. (2016) Pacific Asia
Conference on
Information
Systems

Conference 211 Rational choice theory Detection certainty

Li and Luo
(2017)(c)

Unpublished Conference 265 Not noted Personal norms & ethics
Punishment expectancy
Punishment severity

Li et al. (2014) Information
Systems Journal

Journal 241 Organizational justice Punishment expectancy
Punishment severity
Personal norms & ethics
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Table A1.   Papers Included in the Meta-Analysis (Continued)

Authors (Year)(a)

Publication
Name

Publication
Type

Sample
Size(s)

Primary Theoretical or
Conceptual Base

Antecedent Categories
Examined

Li, Zhang, and
Sarathy (2010)

Decision
Support
Systems

Journal 246 Rational choice theory Detection certainty
Perceived benefits
Personal norms & ethics
Punishment severity
Normative beliefs
Resource vulnerability

Li and Cheng
(2013)

Pacific Asia
Conference on
Information
Systems

Conference 428 Rational choice theory Detection certainty
Perceived benefits
Punishment severity
Resource vulnerability

Liao et al. (2009) Journal of
Computer
Information
Systems

Journal 205 Theory of planned behavior,
deterrence theory, theory of
ethics

Attitude
Normative beliefs
Punishment expectancy
Punishment severity
Self-efficacy

Lowry et al.
(2015)

Information
Systems Journal

Journal 533 Fairness theory, reactance
theory

Punishment expectancy
Punishment severity
SETA

Mani et al. (2015) Americas
Conference on
Information
Systems

Conference 105 Protection motivation theory Resource vulnerability
Response efficacy
Response cost 
Self-efficacy
Threat severity

Martinez (2015) Ph.D.
Dissertation

Dissertation 106 Theory of planned behavior Attitude
Normative beliefs
Self-efficacy

Moody et al.
(2018)(b)

MIS Quarterly Journal 274, 393 Theory of reasoned action,
neutralization techniques, health
belief model, theory of planned
behavior, theory of interpersonal
behavior, protection motivation
theory, deterrence theory, theory
of self-regulation, extended
parallel processing model,
control balance theory

Attitude
Normative beliefs
Punishment expectancy
Punishment severity
Resource vulnerability
Response efficacy
Rewards
Self-efficacy
Threat severity

Moquin and
Wakefield (2016)

Journal of
Computer
Information
Systems

Journal 138 Protection motivation theory,
theory of planned behavior

Attitude
Normative beliefs
Punishment expectancy
SETA

Ormond et al.
(2019)(c)

Unpublished Unpublished 331 TBD Attitude

Pahnila et al.
(2013)(c)

Pacific Asia
Conference on
Information
Systems

Conference 340, 173 Protection motivation theory Resource vulnerability
Response efficacy
Self-efficacy
Threat severity

Park et al. (2017) Computers &
Security

Journal 123 Deterrence theory Personal norms & ethics
Punishment severity
SETA

Peace et al.
(2003)

Journal of
Management
Information
Systems

Journal 201 Theory of planned behavior,
expected utility theory,
deterrence theory

Attitude
Normative beliefs
Punishment expectancy
Punishment severity
Self-efficacy
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Table A1.   Papers Included in the Meta-Analysis (Continued)

Authors (Year)(a)

Publication
Name

Publication
Type

Sample
Size(s)

Primary Theoretical or
Conceptual Base

Antecedent Categories
Examined

Putri and Hovav
(2014)

European
Conference on
Information
Systems

Conference 230 Reactance theory, protection
motivation theory, organizational
justice theory

Organizational support
Response cost
Response efficacy
SETA
Threat severity

Safa et al. (2016) Computers &
Security

Journal 296 Social bond theory, involvement
theory

Attitude 
Personal norms & ethics
SETA

Shropshire et al.
(2015)

Computers &
Security

Journal 170 Theory of reasoned action,
technology acceptance model

Perceived ease of use
Perceived usefulness

Sikolia et al.
(2016)

Americas
Conference on
Information
Systems

Conference 110 Protection motivation theory,
theory of reasoned action,
cognitive evaluation theory

Resource vulnerability
Response efficacy
Self-efficacy
Threat severity

Siponen et al.
(2014)

Information &
Management

Journal 669 Protection motivation theory,
theory of reasoned action,
cognitive evaluation theory

Attitude
Normative beliefs
Resource vulnerability
Response efficacy
Rewards
Self-efficacy
Threat severity

Siponen and
Vance (2010)

MIS Quarterly Journal 395 Neutralization theory Personal norms & ethics
Punishment expectancy

Sommestad et al.
(2015)

Information and
Computer
Security

Journal 306 Theory of planned behavior,
protection motivation theory

Attitude
Normative beliefs
Resource vulnerability
Response efficacy
Response cost
Self-efficacy
Threat severity

Son (2011) Information &
Management 

Journal 602 Deterrence theory, intrinsic and
extrinsic motivation models

Punishment expectancy
Punishment severity

Son and Park
(2016)

International
Journal of
Information
Management

Journal 209 Deterrence theory, procedural
justice

Punishment expectancy
Punishment severity

Talib and Dhillon
(2015)

International
Conference on
Information
Systems

Conference 290 Intrinsic motivation/
empowerment model, structural
empowerment theory

Self-efficacy
SETA

Vance et al.
(2012)

Information &
Management

Journal 210 Protection motivation theory Resource vulnerability
Response cost
Response efficacy
Rewards(g)

Self-efficacy
Threat severity

Wall et al. (2013) Journal of
Information
Privacy &
Security

Journal 95 Self-determination theory,
psychological reactance theory

Response efficacy
Self-efficacy

Warkentin et al.
(2011)

European
Journal of
Information
Systems

Journal 202 Social learning theory Self-efficacy
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Table A1.   Papers Included in the Meta-Analysis (Continued)

Authors (Year)(a)

Publication
Name

Publication
Type

Sample
Size(s)

Primary Theoretical or
Conceptual Base

Antecedent Categories
Examined

Yazdanmehr and
Wang (2016)

Decision
Support
Systems

Journal 201 Norm activation theory, social
norms theory

Detection certainty
Normative beliefs
Personal norms & ethics

Zhang et al.
(2009)

Information
Management &
Computer
Security

Journal 176 Risk compensation theory, theory
of planned behavior

Attitude
Normative beliefs
Self-efficacy

(a)Where a conference paper or dissertation was subsequently published as a journal article using the same dataset, we excluded the earlier
publication to avoid a duplication of data.
(b)Two separate studies were conducted in Boss et al. (2015); Jenkins (2013); and Moody et al. (2018).  In the Boss et al. paper, the rewards
category was only applicable to the second study.  In the Moody et al. study, the attitude, normative beliefs, punishment severity, resource
vulnerability, and self-efficacy categories were only applicable to the first study.
(c)A single study was conducted, but multiple scenarios, samples, or groupings were utilized.  In Harrington (1996), five scenarios were used for
the personal norms & ethics category.  In Kinnunan (2016), four scenarios were used for the punishment expectancy, response cost, response
efficacy, self-efficacy, and threat severity categories.  In Li and Luo (2017), three scenarios were used for the personal norms & ethics, punishment
expectancy, and punishment severity categories.  In D’Arcy (2005) (detection certainty, punishment expectancy, punishment severity, self-efficacy,
SETA), Han et al. (2017) (SETA, response cost, perceived benefits), Hovav and D’Arcy (2012) (detection certainly, punishment expectancy,
punishment severity); Jeon and Hovav (2015) (detection certainty, perceived benefits, response cost, self-efficacy); Kam et al. (2015) (normative
beliefs); Ormond et al. (2019) (attitude), and Pahnila et al. (2013) (resource vulnerability, response efficacy, self-efficacy, threat severity), two
groupings or independent samples were used.  In D’Arcy and Lowry (2019), one within-person level grouping used the attitude, normative beliefs,
and response cost categories, while a second between-individual level grouping used the detection certainty, normative beliefs, perceived benefits,
personal norms & ethics, and self-efficacy categories.
(d)The same sample of 239 participants was used in Aurigemma and Mattson (2014, 2017a, 2017b); however, the data utilized in our analysis was
unique:  the 2014 paper used compliance with a flash media policy as the dependent variable, the 2017a  paper used the same dependent variable,
but with some new independent variables, and the 2017b paper used a tailgating policy as the dependent variable.
(e)Guo et al. (2011) and Guo and Yuan (2012) use the same dataset, but only some of the independent variables overlap between the two studies. 
Where a variable is duplicated, we used the data from the 2011 paper.  For the attitude category, we used data from the “attitude toward security
policy” construct in the 2011 paper and the “personal self-sanctions” construct in the 2012 paper.
(f)Herath and Rao (2009a, 2009b) use the same dataset, but only some of the independent variables overlap between the two studies.  Where a
variable is duplicated, we used the data from the 2009a paper.  For the response efficacy category, we used data from the “response efficacy”
construct in the 2009b paper and the “perceived effectiveness” construct in the 2009a paper.
(g)Boss et al. (2015) and Vance et al. (2012) measure maladaptive rewards (i.e., the benefits of not complying with a security policy).  The
correlations for these studies were reversed to match those studies that measured rewards.
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Appendix B

Excluded Papers

The listing of papers in the table below highlights publications that were excluded from our meta-analysis, including details of our rationale.
Our aim is to provide transparency into our exclusion process, although we note that the listing is a representative collection of excluded papers,
rather than a comprehensive listing of all excluded papers.  The primary exclusion criteria noted in the “Methodology” section are reflected
in the table below.  We note that examples of our third exclusion criteria are separated below in terms of either “Duplicated data set” or “Did
not report data for effect size calculation.”  Also of note is the category “Insufficient independent variable categorization,” which was used
during the analysis phase, when too few independent variables from a paper were also seen in other papers (thus leaving the variable
uncategorized) and a meta-analysis was unable to be performed.

Table B1.   Sample of Papers Excluded from the Meta-Analysis

Authors (Year) Journal E
xc

lu
si

o
n

 C
ri

te
ri

a 
1

E
xc

lu
si

o
n

 C
ri

te
ri

a 
2

E
xc

lu
si

o
n

 C
ri

te
ri

a 
3a

E
xc

lu
si

o
n

 C
ri

te
ri

a 
3b

E
xc

lu
si

o
n

 C
ri

te
ri

a 
4

Arunothong and Nazareth (2017) Journal of Information Privacy and Security X

Anderson and Agarwal (2010) MIS Quarterly X

Aurigemma and Mattson (2018) Computers & Security X

Backhouse et al. (2006) MIS Quarterly X

Balozian et al. (2019) Journal of Computer Information Systems X

Baskerville et al. (2014) Information Technology & People X

Bauer and Bernroider (2014) Information Institute Conferences X

Belanger et al. (2017) Information & Management X

Boss (2007) PhD Dissertation X

Boss and Kirsch (2007) International Conference on Information Systems X

Brown (2017) PhD Dissertation X

Bulgurcu et al. (2009) European and Mediterranean Conference on Information
Systems

X

Burns et al. (2015) AIS Transactions on Human-Computer Interaction X

Chen et al. (2012) Journal of Management Information Systems X

Chen and Zahedi (2016) MIS Quarterly X

Chu et al. (2018) Journal of Business Ethics X

Crossler (2009) PhD Dissertation X

Crossler et al. (2014) Journal of Information Systems X

Crossler et al. (2017) Journal of Information Systems X

Culnan and Williams (2009) MIS Quarterly X

D’Arcy and Devaraj (2012) Decision Sciences X

D’Arcy and Hovav (2007) Journal of Information Systems Security X

D’Arcy and Hovav (2009) Journal of Business Ethics X

D’Arcy et al. (2009) Information Systems Research X

Foth (2016) European Journal of Information Systems X

Godlove (2011) PhD Dissertation X

Greene and D’Arcy (2010) Annual Symposium on Information Assurance X

Guo (2010) PhD Dissertation X

Hamid et al. (2017) Journal of Engineering and Applied Sciences X
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Table B1.   Sample of Papers Excluded from the Meta-Analysis (Continued)

Authors (Year) Journal E
xc

lu
si

o
n
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a 
1

E
xc
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si
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n
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ri

a 
2
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 C
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a 
3a
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lu
si
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 C
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ri

a 
3b

E
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lu
si

o
n

 C
ri

te
ri

a 
4

Herath et al. (2014) Information Systems Journal X

Hovav (2017) Hawaii International Conference on System Sciences X

Hsu et al. (2015) Information Systems Research X

Hu et al. (2015) Journal of Management Information Systems X

Humaidi et al. (2014) IEEE Conference on e-Learning, e-Management, and e-
Services

X

Ifinedo (2017) SIGMIS-Computer and People Research Conference X

Ifinedo (2018) Information Resources Management Journal X

Johnston et al. (2016) European Journal of Information Systems X

Karjalainen and Siponen (2011) Journal of the Association for Information Systems X

Karlsson et al. (2017) Information & Computer Security X

Kim et al. (2016) Information & Management X

Kim et al. (2014) The Scientific World Journal X

Klein and Luciano (2016) Journal of Information Systems and Technology Management X

Li, Sarathy, and Zhang (2010) International Conference on Information Systems X

Li (2017) PhD Dissertation X

Liang and Xue (2009) MIS Quarterly X

Liang and Xue (2010) Journal of the Association for Information Systems X

Liang et al. (2013) Information Systems Research X

Liu (2015) European Journal of Information Systems X

Lowry and Moody (2015) Information Systems Journal X

Lowry et al. (2014) Journal of Business Ethics X

Moody and Siponen (2013) Information & Management X

Mutchler (2012) PhD Dissertation X

Myyry et al. (2009) European Journal of Information Systems X

Nsoh et al. (2015) International Journal of Strategic Information Technology and
Applications

X

Posey et al. (2013) MIS Quarterly X

Shephard and Mejias (2016) International Journal of Human-Computer Interaction X

Silic et al. (2017) Information & Management X

Smith et al. (2010) MIS Quarterly X

Spears and Barki (2010) MIS Quarterly X

Straub (1990) Information Systems Research X

Talib (2015) PhD Dissertation X

Turel et al. (2017) Journal of Computer Information Systems X

Vance et al. (2014) Journal of the Association for Information Systems X

Vance et al. (2013) Journal of Management Information Systems X

Vance et al. (2015) MIS Quarterly X

Wall et al. (2016) Journal of the Association for Information Systems X

Wall and Palvia (2013) Americas Conference on Information Systems X

Warkentin, Johnston et al. (2016) Decision Support Systems X
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Table B1.   Sample of Papers Excluded from the Meta-Analysis (Continued)

Authors (Year) Journal E
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a 
1
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a 
2
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 C
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a 
3a
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 C
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a 
3b

E
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o
n

 C
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a 
4

Warkentin, Walden et al. (2016b) Journal of the Association for Information Systems X

Williams et al. (2014) Journal of Organizational and End User Computing X

Willison and Backhouse (2006) European Journal of Information Systems X

Willison et al. (2018) Information Systems Journal X

Workman et al. (2008) Computers in Human Behavior X

Workman and Gathegi (2007) Journal for the American Society for Information Science and
Technology

X

Xue et al. (2011) Information Systems Research X

Notes:
Exclusion Criteria 1:  Not focused on security policy issues in an organizational context.
Exclusion Criteria 2:  Dependent variable is not security policy compliance-specific.
Exclusion Criteria 3a:  Did not report data for effect size calculation.
Exclusion Criteria 3b:  Duplicated data set.
Exclusion Criteria 4:  Insufficient independent variable categorization.
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Appendix C
Independent Variable Categories in Our Meta-Analysis

Table C1.   Category Definitions

Category Definition

Attitude The degree to which the performance of the compliance behavior is positively valued by the employee. 
(Bulgurcu et al. 2010)

Detection certainty(a) The likelihood that an act of noncompliance will be detected by management.  (Herath and Rao 2009b)

Normative beliefs Belief as to whether or not a significant person wants the individual to do the behavior in question.  (Herath and
Rao 2009b)

Organizational support Information security is clearly important to the organization, as viewed by the actions and communications of
top management.  (D’Arcy and Greene 2014)

Perceived benefits The overall expected favorable consequences of complying with a security policy.  (Han et al. 2017)

Perceived ease of use The degree to which employees believe that complying with a security policy will be free of effort.  (Foth et al.
2012)

Perceived usefulness The degree to which employees believe that complying with a security policy will enhance their job
performance.  (Foth et al. 2012)

Personal norms & ethics Personal belief about the appropriateness of a behavior.  (Li et al. 2014)

Punishment
expectancy(a)

An employee’s perception of the probability that they will be caught if they violate a security policy.  (Li et al.
2014)

Punishment severity(b) The harshness of the sanctions that result from an act of noncompliance.  (Johnston et al. 2015)

Resource vulnerability An employee’s assessment of the probability of exposure to a substantial security threat.  (Herath and Rao
2009b)

Response cost Beliefs about how costly performing the recommended response will be.  (Herath and Rao 2009b)

Response efficacy The effectiveness of a recommended coping response in reducing a security threat.  (Siponen et al. 2014)

Rewards(c) The tangible (e.g., prizes) and/or intangible (e.g., acknowledgment from a superior) compensation received by
an employee in return for compliance with the security policy.  (Boss et al. 2009; Bulgurcu et al. 2010; Siponen
et al. 2014) 

Security Education,
Training, and
Awareness (SETA)

Ongoing efforts to provide users with general knowledge of the information security environment, developing
the skills necessary to perform any required security procedures, and promoting awareness of day-to-day
security issues within the organization.  (D’Arcy et al. 2009; Furnell et al. 2002; Lee and Lee 2002; Whitman et
al. 2001)

Self-efficacy Self-confidence about the ability to perform a behavior.  (Herath and Rao 2009b)

Threat severity An employee’s assessment of the consequences of the security threat.  (Herath and Rao 2009b)

(a)The rationale for detection certainty being a distinct category from punishment expectancy is that organizational efforts to increase the certainty
of detection (e.g., security audits and computer monitoring) do not necessarily equate to increased expectations of punishment.  This view is
asserted in the seminal DT literature (Gibbs 1975; Tittle 1980).  As well, several prior security policy compliance studies support the distinctiveness
of constructs related to detection certainty versus those related to punishment perceptions (e.g., D’Arcy et al. 2009; Herath and Rao 2009a, 2009b;
Ifinedo 2016; Li and Cheng 2013).  Our results align with this view as the effect size for detection certainty was .10 larger than that of punishment
expectancy (see Table 3) and exhibited stronger relative importance (Table 7).  
(b)A small number of studies combined the measurement items for punishment certainty and punishment severity into a single construct (D’Arcy
et al. 2014; D’Arcy and Lowry 2019; Herath et al. 2018; Hovav and Putri 2016).  In these cases, we did not code the variable into either the
punishment certainty of punishment severity category; it was ungrouped for our analysis.  
(c)Included in this category is the concept of “maladaptive rewards,” which refer to the rewards associated with not complying with a security policy
(Boss et al. 2015; Vance et al. 2012)..

MIS Quarterly Vol. 43 No. 2—Appendices/June 2019 A13



www.manaraa.com

Cram et al./A Meta-Analysis of the Antecedents to Information Security Policy Compliance

Appendix D

Moderators by Paper

Table D1.   Moderator Details by Paper

Authors (Year)

Moderator #1 Moderator #2* Moderator #3 Moderator #4**
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Abed et al. (2016) X X X

Al-Omari et al. (2013) X X X

Al-Omari et al. (2012a) X X X

Al-Omari et al. (2012b) X X X

Arunothong (2014) X X X

Aurigemma and Leonard (2015) X X X X

Aurigemma and Mattson (2014) X X X X

Aurigemma and Mattson (2017a) X X X X

Aurigemma and Mattson (2017b) X X X X

Bauer and Bernroider (2017) X X X X

Boss et al. (2015) X X X X

Boss et al. (2009) X X X X

Brady (2010) X X X X

Bulgurcu et al. (2010) X X X X

Burns et al. (2018) X X X X

Chan et al. (2005) X X X

Chen et al. (2016) X X X X

Cheng et al. (2013) X X X X

Cheng et al. (2014) X X X X

*Chu et al. (2015) X X X X

D’Arcy (2005) X X X X

D’Arcy and Greene (2014) X X X X

D’Arcy et al. (2014) X X X X

D’Arcy et al. (2018) X X X X

D’Arcy and Lowry (2019) X X X X

*Devgan (2012) X X X X X

Dinev and Hu (2007) X X X X

Dinev et al. (2009) X X X X

Donalds (2015) X X X

Dugo (2007) X X X X

Foth et al. (2012) X X X X

Goo et al. (2014) X X X X

Guo and Yuan (2012) X X X X

Guo et al. (2011) X X X X

Haeussinger and Kranz (2013) X X X

Han et al. (2017) X X X X
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Table D1.   Moderator Details by Paper (Continued)

Authors (Year)

Moderator #1 Moderator #2* Moderator #3 Moderator #4**
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Harrington (1996) X X X X

Herath and Rao (2009a) X X X X

Herath and Rao (2009b) X X X X

Herath et al. (2018) X X X X

Hovav and D’Arcy (2012) X X X X X

Hovav and Putri (2016) X X X X

Hu et al. (2012) X X X X

Huang et al. (2016) X X X

Humaidi and Balakrishnan (2018) X X X X

Hwang et al. (2017) X X X X

Ifinedo (2012) X X X X

Ifinedo (2014a) X X X X

Ifinedo (2014b) X X X X

Ifinedo (2016) X X X X

Jaafar and Ajis (2013) X X X X

Jenkins (2013) X X X X

*Jenkins and Durcikova (2013) X X X X

Jenkins et al. (2010) X X X

Jeon and Hovav (2015) X X X X

Johnston and Warkentin (2010) X X X

Johnston et al. (2015) X X X X

Johnston et al. (2010) X X X

Kam et al. (2015) X X X X X

Kinnunen (2016) X X X X

Kranz and Haeussinger (2014) X X X

Kuo et al. (2017) X X X X

Lebek et al. (2014) X X X

Lee et al. (2016) X X X X

Li and Luo (2017) X X X

Li et al. (2014) X X X X

Li, Zhang, and Sarathy  et al. (2010) X X X

Li and Cheng (2013) X X X X

Liao et al. (2009) X X X

Lowry et al. (2015) X X X X

Mani et al. (2015) X X X X

Martinez (2015) X X X X

Moody et al. (2018) X X X X

Moquin and Wakefield (2016) X X X

Ormond et al. (2019) X X X

*Pahnila et al. (2013) X X X X X

Park et al. (2017) X X X X
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Table D1.   Moderator Details by Paper (Continued)

Authors (Year)

Moderator #1 Moderator #2* Moderator #3 Moderator #4**
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Peace et al. (2003) X X X X

Posey et al. (2011) X X X X

Putri and Hovav (2014) X X X X

Safa et al. (2016) X X X X

Shropshire et al. (2015) X X X X

Sikolia et al. (2016) X X X X

*Siponen et al. (2014) X X X X X

Siponen and Vance (2010) X X X X

*Sommestad et al. (2015) X X X X X

Son (2011) X X X X

Son and Park (2016) X X X X

Talib and Dhillon (2015) X X X X

Vance et al. (2012) X X X X

Wall et al. (2013) X X X X

Warkentin et al. (2011) X X X

Yazdanmehr and Wang (2016) X X X X

Zhang et al. (2009) X X X

TOTAL 69 26 19 82 58 37 22 10 42

* Where both actual and intended compliance are measured (i.e., Chu et al. 2015, Devgan 2012, Jenkins and Durcikova 2013, Pahnila et al. 2013,
Siponen et al. 2014, Sommestad et al. 2015), our main analysis draws on the actual compliance measurements, since the intended compliance
variable is employed as a proxy for actual compliance.  However, both actual and intended compliance measurements are included in the analysis
for Moderator #1.
**Papers with no Moderator #3 entry either (1) collected data from a location outside of Asia-Pacific, Europe, and North America; (2) no region was
specified in the paper; or (3) several regions were drawn upon, but were unable to be separated for analysis.
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Appendix E

Preliminary Meta-Analytic Correlation Matrix

Table E1.  Preliminary (Non-Trimmed) Meta-Analytic Correlation Matrix

Category 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

1. Security Policy
Compliance

–

2. Attitude .50
(37)

–

3. Detection
Certainty 

.38
(20)

.43
(1)

–

4. Normative Beliefs .47
(43)

.40
(26)

.43
(5)

–

5. Organizational
Support

.45
(12)

.30
(2)

.41
(3)

.49
(2)

–

6. Perceived
Benefits

.43
(11)

.51
(2)

-.38
(5)

.31
(2)

–

7. Perceived Ease
of Use

.37
(7)

.40
(4)

.37
(1)

.26
(5)

.25
(1)

–

8. Perceived
Usefulness

.56
(7)

.64
(4)

.38
(1)

.53
(6)

.34
(6)

–

9. Personal Norms
& Ethics

.50
(20)

.28
(2)

.41
(2)

.34
(4)

.20
(1)

-.51
(1)

–

10. Punishment
Expectancy

.30
(29)

.24
(8)

.61
(5)

.40
(8)

.39
(1)

.39
(6)

–

11. Punishment
Severity

.31
(27)

.15
(5)

.49
(11)

.28
(6)

.45
(1)

-.17
(3)

.43
(7)

.59
(19)

–

12. Resource
Vulnerability

.20
(20)

.31
(7)

.51
(2)

.26
(8)

.09
(3)

.05
(1)

.06
(1)

.22
(5)

.18
(4)

–

13. Response Cost -.31
(25)

-.22
(5)

-.22
(3)

-.08
(6)

-.05
(3)

-.03
(6)

-.28
(1)

-.03
(1)

-.10
(6)

-.08
(1)

-.07
(8)

–

14. Response
Efficacy

.40
(24)

.42
(5)

.13
(1)

.27
(5)

.40
(1)

.18
(7)

.08
(3)

.15
(14)

-.28
(12)

–

15. Rewards .08
(10)

.26
(3)

.28
(1)

.14
(3)

.32
(1)

.15
(4)

.12
(2)

.06
(6)

.44
(4)

-.04
(5)

–

16. SETA .39
(30)

.38
(10)

.56
(3)

.39
(9)

.59
(4)

.40
(3)

.26
(3)

.44
(4)

.27
(2)

.38
(5)

.38
(5)

.36
(1)

.00
(6)

.48
(3)

.18
(3)

–

17. Self-Efficacy .40
(57)

.36
(24)

.05
(6)

.37
(23) 

.48
(6)

.43
(4)

.58
(5)

.35
(4)

.34
(1)

.06
(13)

.01
(8)

.12
(16)

-.28
(16)

.45
(19)

.01
(8)

.38
(15)

–

18. Threat Severity .33
(22)

.33
(5)

.28
(5)

.22
(1)

.06
(1)

.15
(1)

.40
(8)

.02
(2)

.40
(16)

-.18
(12)

.38
(20)

-.01
(6)

.22
(1)

.23
(18)

–

Note:  The number of studies/independent samples in which the relationship was tested appear in parentheses.
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